Protein–Ligand NOE Matching: A High-Throughput Method for Binding Pose Evaluation That Does Not Require Protein NMR Resonance Assignments
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Abstract: Given the three-dimensional (3D) structure of a protein, the binding pose of a ligand can be determined using distance restraints derived from assigned intra-ligand and protein–ligand nuclear Overhauser effects (NOEs). A primary limitation of this approach is the need for resonance assignments of the ligand-bound protein. We have developed an approach that utilizes data from 3D $^{13}$C-edited, $^{13}$C/$^{15}$N-filtered HSQC–NOESY spectra for evaluating ligand binding poses without requiring protein NMR resonance assignments. Only the $^{1}$H NMR assignments of the bound ligand are essential. Trial ligand binding poses are generated by any suitable method (e.g., computational docking). For each trial binding pose, the 3D $^{13}$C-edited, $^{13}$C/$^{15}$N-filtered HSQC–NOESY spectrum is predicted, and the predicted and observed patterns of protein–ligand NOEs are matched and scored using a fast, deterministic bipartite graph matching algorithm. The best scoring (lowest "cost") poses are identified. Our method can incorporate any explicit restraints or protein assignment data that are available, and many extensions of the basic procedure are feasible. Only a single sample is required, and the method can be applied to both slowly and rapidly exchanging ligands. The method was applied to three test cases: one complex involving muscle fatty acid-binding protein (mFABP) and two complexes involving the leukocyte function-associated antigen 1 (LFA-1) I-domain. Without using experimental protein NMR assignments, the method identified the known binding poses with good accuracy. The addition of experimental protein NMR assignments improves the results. Our "NOE matching" approach is expected to be widely applicable; i.e., it does not appear to depend on a fortuitous distribution of binding pocket residues.

Introduction

Nuclear magnetic resonance (NMR) spectroscopy is an important tool in the drug discovery process, contributing to both lead identification and lead optimization.1–6 For lead optimization, NMR provides alternatives to X-ray crystallography for obtaining structural information on protein–ligand complexes. Advances in hardware, experimental approaches,7–10 and data analysis methods10–12 have increased the throughput and extended the applicability of NMR for protein structure determination. Nevertheless, even when highly optimized,13 a full NMR-based structure determination of a protein–ligand complex requires a significant commitment of time and resources.

In many cases relevant to lead optimization, one or more experimental structures of the target protein are available. Alternatively, the target protein structure can often be approximated reasonably well by modeling approaches.14 Given a suitable structure of the target protein, the problem of determining the structure of a protein–ligand complex reduces to one of determining the binding pose (i.e., the location, orientation, and internal conformation) of a bound compound of interest, possibly accounting for any protein conformational changes that occur upon binding. To be of optimal value, binding poses must be determined in a time frame that supports iterative cycles of structure-based ligand design.

Many NMR-based approaches have been proposed and developed for rapidly deriving information on binding poses; these include methods that do not require protein resonance assignments. Transferred nuclear Overhauser effect (NOE)
experiments\textsuperscript{15–18} have long been applied to determine the internal conformations of weakly bound ligands. Long-range paramagnetic distance restraints from site-directed spin labeling have been explored computationally as a possible approach.\textsuperscript{19} A method based on saturation transfer difference\textsuperscript{20} (STD) and residue type-specific labeling has been described (termed "SOS--NMR").\textsuperscript{21} Another recently described method for ligand pose evaluation is based on observed and predicted binding-induced chemical shift changes for ligand $^1$H resonances;\textsuperscript{22} the chemical shifts are predicted using quantum mechanics in this procedure.

For proteins with NMR assignments, ligand binding sites can be localized by ligand-induced line-broadening and/or chemical shift changes of protein resonances.\textsuperscript{1–6,23} Information on bound ligand locations and orientations can be obtained by examining chemical shift changes induced by closely related ligand analogues,\textsuperscript{24} or by empirically estimating protein chemical shift changes expected for trial orientations of ligand aromatic rings.\textsuperscript{25} Methods that use a limited number of protein NMR assignments have also been developed. SOS--NMR and chemical shift perturbation mapping have been combined in an approach that selects or rejects binding poses on the basis of van der Waals and restraint energies.\textsuperscript{26} Residue type-specific isotopic labeling schemes combined with inferential NMR assignment procedures have been used to obtain binding pose information on ligands in complex with large proteins.\textsuperscript{27} A protocol that uses NOEs involving assigned backbone amide protons combined with docking/annealing calculations has been developed to validate ligand binding poses.\textsuperscript{28}

With extensive protein $^1$H, $^{13}$C, and $^{15}$N resonance assignments of binding site residues available, well-defined ligand binding poses can be determined using isotope-filtered NMR methods\textsuperscript{29} to derive NOE distance restraints. A general strategy uses a sample containing a uniformly $^{13}$C/$^{15}$N-labeled protein in complex with an unlabeled ligand. Bound or averaged ligand $^1$H resonances are assigned with two-dimensional (2D) $^{1}F_1$/$^{2}F_2$-filtered TOCSY, COSY, and/or NOESY experiments.\textsuperscript{30} Intra-ligand distance restraints are obtained from the 2D $^{1}F_1$/$^{2}F_2$-filtered NOESY data. Intermolecular protein--ligand distance restraints are derived from a three-dimensional (3D) $^{13}$C-edited, $^{13}$C/$^{15}$N-filtered HSQC--NOESY spectrum (hereafter referred to as a 3D X-filtered NOESY). This spectrum contains exclusively NOE peaks between ligand $^1$H resonances (along the $F_3$ dimension) and protein $^1$H/$^1$C group resonances (along the $F_1$ ($^1$H) and $F_2$ ($^1$C) dimensions).

A main limitation of the isotope-filtered NMR approach is the need to assign resonances for protein residues lining the binding pocket for each protein/ligand complex. (A second major limitation—that of decreasing spectral sensitivity with increasing protein size—may be addressed by modification of the approach described herein.) We have hypothesized that, even without protein assignments, the pattern of peaks observed in a 3D X-filtered NOESY spectrum contains sufficient information to define the ligand binding pose in most cases, or can at least be used to rule out the vast majority of possible poses. This hypothesis is based on the observation of characteristic chemical shift ranges for $^{13}$C/$^{15}$N groups in amino acid residues,\textsuperscript{31} and on the heterogeneous composition and spatial distribution of amino acids that line binding pockets.\textsuperscript{21}

Herein we describe in detail a method (“NOE matching”) for “scoring” trial binding poses based on matching the observed (experimental) pattern of protein--ligand NOEs to predicted (theoretical) patterns of protein--ligand NOEs. The matching process is accomplished with a deterministic algorithm that runs in polynomial time, making it suitable for scoring a very large number of trial poses. The method was tested on muscle fatty acid-binding protein (mFABP) and the leukocyte function-associated antigen 1 I-domain (LFA-1) in complex with small organic compounds (Chart 1). We show that the approach can yield accurate binding pose information even when the “predicted” protein chemical shifts are simply set to mean values derived from the BioMagResBank (BMRB; diamagnetic protein statistics).\textsuperscript{31} The results are shown to improve with more accurate protein chemical shifts. Approximate NOE intensity binning is used as well.

Three test cases were used to develop and evaluate protein--ligand NOE matching. The first test case involves an indole-based compound 1 (Chart 1) bound to mFABP, the second involves the LFA-1 I-domain (henceforth simply referred to as LFA-1) in complex with the hydantoin-based inhibitor 2 (Chart 1); compound 5 in ref 32, and the third test case involves LFA-1 in complex with compound 3 (Chart 1), which is similar to compound 2. Compound 3 contains a proprietary core, which is simply represented by a ellipse in Chart 1.

Advantages, limitations, and possible extensions of our method are discussed, and complementarities with other methods are considered. The overall goal is to develop a widely applicable, robust, and extendable framework for evaluating and defining ligand binding poses that bypasses the requirement for protein NMR assignments and explicit conformational restraints, but which can utilize any such data that are available. Our
method is a specialized “top-down” approach wherein “...the main aim is not a completely correct spectral assignment but a correct three-dimensional structure...”

### Methods

#### Target and Trial Poses.
Several methods were used to determine target poses and generate trial binding poses. In the case of compound 1 (Chart 1) bound to mFABP, the target protein structure for DOCK and target ligand pose were selected from a high-resolution ensemble of NMR structures (details on this NMR structure ensemble are included in the Supporting Information). Trial binding poses for the mFABP/1 complex were generated by rigid and flexible ligand docking with the program DOCK.33 (For all DOCK calculations, generic site spheres were generated with no chemical knowledge to enhance the diversity of the generated poses.) The original NMR ensemble was also used as a source of trial poses. In addition, a low-resolution NMR ensemble was generated by simulated annealing34 with only 10 arbitrarily picked protein–ligand NOE distance restraints; these structures were used as trial poses as well.

For the LFA-1/2 test case, the X-ray crystallographic structure of this complex35 served as the target pose. Trial poses for the LFA-1/2 complex were generated by both flexible and rigid ligand docking using DOCK.33 Rather than docking compound 2 into the protein coordinates derived from the LFA-1/2 X-ray structure, the protein coordinates used for docking compound 2 were derived from a publicly available X-ray structure of LFA-1 in complex with lovastatin36 (PDB code 1CQP) as a starting point. The protein coordinates were moderately diversified by selecting residues within 3.5 Å of lovastatin, removing lovastatin, and then performing conformational sampling of the selected residue side chains using Prime (Schrodinger, Inc.). This yielded 10 protein coordinate sets for ligand docking. The protein coordinates were then held fixed for docking. Compound 2 was held internally rigid for some docking runs and allowed internal flexibility in other docking runs.

A well-defined NMR ensemble (Supporting Information) of the LFA-1/3 complex was derived by using protein–ligand NOE restraints to place the compound into the publicly available X-ray structure of LFA-1/3 (1CQP) by simulated annealing.34 A single member of the ensemble was selected as the target pose. Trial poses of LFA-1/3 were generated by removing compound 3 from the binding site in the target coordinate set and then using the DOCK program35 to generate alternate poses. Two separate DOCK runs were performed, with 3 being held internally rigid in the first run and flexibly docked in the second run.

#### Preparation of Experimental 3D X-Filtered NOESY Peak Lists.
Using a modified version of the FELIX program (Hare Research, Inc.; M. S. Friedrichs, unpublished), peaks in the 3D X-filtered NOESY spectra were picked interactively, and files containing information on the peak intensities, chemical shifts, and peak assignments were written. (Only the ligand H chemical shift assignments are absolutely required for NOE matching.) The experimental intensities were classified as very strong, strong, medium, or weak. For reasons described below, the intensity classes were assigned “integer intensity” values of 4, 3, 2, or 1, respectively. To enhance the digital resolution in the 3D X-filtered NOESY spectra, they were recorded using 25.0 ppm sweep widths in the F2 (13C) dimensions, resulting in greater than 1-fold peak aliasing in some cases. Heuristic rules were used to determine the actual (“unaliased”) peak 1H chemical shifts. For our test cases, these rules were found to be reliable on the basis of the known protein assignments. (Alternatively, spectra can be recorded with a wider 13C sweep width (e.g., 60.0 ppm); this results in at most 1-fold peak aliasing and allows for straightforward determination of the peak 1H chemical shifts.) For some tests, an idealized synthetic “experimental” spectrum was derived from the target pose by predicting intensities on the basis of the inter-proton distances observed in this pose, and by randomly assigning chemical shifts to the protein 1H/13C groups.

#### Prediction of 3D X-Filtered NOESY Spectra.
We are currently using a very simple and fast procedure for predicting the 3D X-filtered NOESY spectrum for a given binding pose. The predicted spectra are based on user-defined distance cutoffs. Effective distances38,39 between ligand 1H groups and protein 13C-attached 1H groups were computed for each pose, neglecting the effects of fast internal methyl rotations.39 For all test cases, upper bound cutoffs of 2.5, 3.0, 4.0, and 5.0 Å were used to predict very strong, strong, medium, and weak NOEs, respectively. As with the experimental NOESY, the predicted intensities were assigned integer intensity values of 4 (very strong), 3 (strong), 2 (medium), or 1 (weak). Using the above-mentioned cutoffs, for all test systems a greater number of peaks were predicted for the target poses than were experimentally observed. The number of predicted peaks is determined by the cutoffs; for reasons discussed below, we generally want the number of predicted peaks to be greater than or equal to the number of observed peaks (see Spectrum Matching and Pose Scoring section below) for plausible poses. The experimentally determined ligand 1H resonance assignments were used for the predicted spectra. While chemical shift predictions for the protein 1H/13C groups could potentially be obtained by a variety of approaches,39-42 we used most protein chemical shift predictions simply on the mean residue/atom chemical shifts for diamagnetic proteins available from the BMRB. The BMRB-derived shifts can be overwritten with any actual experimental (or more accurately predicted) chemical shifts that are available. Experimentally determined protein 1H and 13C resonance assignments were used for the predicted spectra in some tests.

#### Spectrum Matching and Pose Scoring.
The predicted peaks are associated with specific protein 1H/13C groups, whereas the observed peaks, in general, are not. The first step in matching the observed and predicted 3D X-filtered NOESY spectra is to identify protein 1H/13C groups in the experimental data set. This is accomplished by grouping the observed peaks using the observed 1H (F1) and 13C (F2) chemical shift positions, as illustrated below. This procedure reduces the problem of matching peaks to peaks to one of matching 1H/13C groups to 1H/13C groups. For a given pose, we obtain the optimal self-consistent matching between the patterns of observed and predicted peaks. Due to the combinatorial complexity (N!), the search for the optimal matching cannot be done exhaustively. Fortunately, the matching problem described above can be cast as an equally partitioned bipartite graph weighted matching problem, which can be solved deterministically in polynomial (O(N!)) time.

An equally partitioned bipartite graph is a graph whose nodes are partitioned into two subsets, each containing N nodes. A completely connected bipartite graph is shown in Figure 1A, where each node k in one subset is connected by an edge to each node q in the other subset. There are no edges between nodes in the same subset. Each edge is associated with an edge cost C(k,q); the edge costs define the N × N cost matrix. A matching of an equally partitioned bipartite graph is a

---

The combinatorial optimization algorithm\(^{45}\) finds an optimal complete matching of ligand groups (L1, L2, and L3) that each give rise to one or more observed node. A complete matching is a matching with \(N\) nodes in which every node is matched to exactly one other node, with the property that no two edges share the same node.

**Figure 1.** Bipartite graphs with \(N = 5\). Node subsets are distinguished by color. (A) A completely connected graph. (B) A completely matched graph.

**Figure 2.** Equally partitioned bipartite graph representing a hypothetical instance of the 3D X-filtered NOESY bipartite graph-weighted matching problem, with \(N = 9\). See the main text for additional details.

A subset of edges with the property that no two edges share the same node. A complete matching is a matching with \(N\) nodes (Figure 1B). The combinatorial optimization algorithm\(^{45}\) finds an optimal complete matching; i.e., a permutation that minimizes the total (summed) cost of the complete matching. Bipartite graph matching has been applied previously to the protein NMR assignment problem.\(^{56-48}\) Related nondeterministic approaches have also been applied to automated protein NMR assignment\(^{49}\) and protein fold recognition/alignment.\(^{50}\)

We now describe how pose scoring based on 3D X-filtered NOESY data is cast as an equally partitioned bipartite graph weighted matching problem. To assist in this description, a hypothetical example is depicted in Figure 2. In this example, the ligand contains three resolved, assigned \(^1\)H groups (L1, L2, and L3) that each give rise to one or more observed NOEs. (Cases of ligand \(^1\)H equivalence and accidental degeneracy are handled by simply placing the equivalent/degenerate protons into the same group. For example, the ortho- and para-protons on the meta-dichloro ring of compound 3 (Chart 1) are all assigned to 7.10 ppm in the bound state, and all three of these protons are placed into a single group.) In Figure 2, observed or predicted peaks are represented by “O” symbols, whereas missing peaks (not observed, or not predicted) are represented by “X” symbols. Green nodes containing a “P” represent experimental protein \(^1\)H\(^{13}\)C groups that give rise to one or more observed NOE peaks. Red nodes containing a “P” represent protein HC groups that are predicted to give rise to one or more NOEs on the basis of the protein–ligand effective distances derived from the given pose.

In Figure 2, there are four green (observed) P nodes, and there are five red (predicted) P nodes. As noted above, the matching algorithm used\(^{45}\) requires an equally partitioned graph. Also, we require the option of mapping any or all of the P nodes to “unassigned” if no other suitable match is found. To facilitate these requirements, “unassigned” nodes (identified by “U” in Figure 2) are added to both node subsets. In the example of Figure 2, there are eight experimentally observed peaks, and nine peaks are predicted by the given pose. One possible optimal complete matching, linking experimentally identified \(^1\)H\(^{13}\)C groups with predicted HC groups, is also shown in Figure 2.

The process of identifying protein \(^1\)H\(^{13}\)C groups in an experimental 3D X-filtered NOESY spectrum is illustrated by Figure 3, which shows data for the LFA-1/3 complex. The peaks labeled with the blue asterisk all have nearly identical \(F_1\) and \(F_2\) chemical shifts of \(\sim 0.02\) and \(\sim 70.6\) ppm (20.6 ppm unaliased), respectively. Grouping of these peaks on the basis of their \(F_1\) and \(F_2\) chemical shifts identifies a \(^1\)H\(^{13}\)C group in the experimental spectrum and defines a node on the observed side of the bipartite graph. (This group is the upper \(\delta\)-methyl of Leu302.)

In designing a function \(C(k,q)\) to define the edge costs, one must account for experimental peaks that are not predicted and for predicted peaks that are not observed. We give more weight to observed peaks than to predicted peaks, and we give more weight to more intense peaks. This approach reflects experimental factors that can attenuate NOE intensities, and possible protein resonance chemical shift overlaps, that can reduce the number of observed peaks. We allow for significant uncertainty when matching intensities. Uncertainties arise due to the effects of spin diffusion, dynamics, and relaxation on the NOE intensities. Also, obtaining a suitable reference distance\(^{51}\) for scaling intermolecular NOEs is problematic.

The elements of the asymmetric \(N \times N\) cost matrix are given by

\[
C(k,q) = \sum_{i=1}^{N_L} M_i(k,q); \quad i = 1, N_L
\]

where \(N_L\) is the number of resolved, assigned ligand \(^1\)H groups (e.g., \(N_L = 3\) in Figure 2). Referring to Figure 2, the matching cost \(M\) between an experimental peak and a predicted peak is defined by the following expressions:

\[ M_i(X,X) = 0 \quad \text{(no experimental peak, no predicted peak)} \]  
\[ M_i(O,X) = K_i(I) f_i^2 \quad \text{(experimental peak present, no predicted peak)} \]  
\[ M_i(X,O) = K_i(I) f_i^2 \quad \text{(no experimental peak, predicted peak present)} \]  
\[ M_i(O,O): \quad \text{(experimental peak present, predicted peak present)} \]

If \(I_i > F_{ip} \)

\[
M_i(O,O) = K_i(f_H/\alpha H)^2 + K_{C}(f_C/\alpha C)^2 + K_{f'(I)}^2
\]

Else

\[
M_i(O,O) = K_i(f_H/\alpha H)^2 + K_{C}(f_C/\alpha C)^2 + K_{f'(I)}^2
\]

End If

IP, and IE are the integer intensities of predicted and experimental peaks \(i\), respectively. The \(\alpha\) and \(\beta\) values are \(^1\)H and \(^13\)C chemical shift uncertainties. These can be set to user-defined values, or they can be set to some multiple of the relevant standard deviation, such as that obtained from the BMRB (BMRBSD). The \(K_i\)'s are adjustable parameters. Defaults values are \(K_H = 1, K_C = 1, K_i = 12, K_{f'} = 6, K_{f'(I)} = 3,\) and \(K_{f'(I)} = 1\). The intensity terms \(f'(I)\) are implemented using two (“tight” and “loose”) functional forms: \(|IP_{p} - IE_{p}|\) or \(\text{argmax}(0,|IP_{p} - IE_{p}| - 1))\).

In the latter case (“loosen” function), \(f'(I)\) is non-zero only if the integer

---


---

**J. AM. CHEM. SOC. ● VOL. 128, NO. 22, 2006 7255**
Figure 3. Portions of $F_3$ (ligand $^1$H) planes from the 3D X-filtered NOESY ($t_m = 100$ ms) of LFA-1/3. Planes at the $^1$H chemical shifts of meta-$^1$H (7.31 ppm) and ortho-protons (6.88 ppm) of the para-bromo ring, and of a proton group (3.12 ppm) from the proprietary core ring, are shown. Positive peaks (black contours) are aliased an even number of times, and negative peaks (red contours) are aliased an odd number of times, in $F_3$. Peaks labeled by the blue asterisk all arise from the same protein $^1$H$^1$C group (example case).

intensity difference magnitude is 2 or 3. The $^1$H chemical shift term $f(H)$ is implemented as

$$f(H) = (H_E - UH_p) \quad \text{for } H_E > UH_p$$

$$f(H) = 0 \quad \text{for } UH_p \geq H_E \geq LH_p$$

$$f(H) = (LH_p - H_E) \quad \text{for } H_E < LH_p$$

where $H_E$ is the experimental $^1$H chemical shift, $UH_p$ is the upper bound on the predicted chemical shift ($UH_p = H_p$ (predicted $^1$H chemical shift) + $\sigma$H), and $LH_p$ is the lower bound on the predicted $^1$H chemical shift ($LH_p = H_p - \sigma$H). The $^1$C chemical shift term is implemented in an analogous fashion. The total cost of a given pose corresponds to an optimal solution of the complete matching problem, which is a permutation $\epsilon$ of (1, 2, ..., $N$) that minimizes:

$$\text{COST}_{\text{pose}} = \sum_j C(j, \epsilon(j)); \quad j = 1, N$$

Results

Target Poses. NMR assignments and details of the structure calculations for the NMR ensembles of the mfABP/I and LFA-1/3 complexes are given in the Supporting Information. In the case of mfABP/I, a full NMR-based structure determination of the protein–ligand complex was performed, as described in the Supporting Information. The target pose was selected from this well-defined ensemble (Figure S1A, Supporting Information). After superposition over the protein backbone atoms, the average root-mean-square deviation (RMSD) to the mean coordinates for all ligand heavy atoms is 0.42 Å. The accuracy of this binding pose is supported by comparison to an X-ray structure of a related protein, adipocyte lipid-binding protein (aLBP), in complex with I (Figure S1B, Supporting Information). The sequences of aLBP and mfABP are 65% identical, and they have similar binding pockets.53 The protein backbones superimpose with a RMSD of 1.19 Å. The main differences between the poses of I are due to protein conformational differences within the flexible ligand-entry “portal” regions of the two proteins.53,54

For LFA-1 with 2 bound, the X-ray structure of the complex55 (Figure S2A, Supporting Information) served as the target binding pose. In the case of LFA-1 in complex with 3, a well-defined binding pose ensemble (Figure S2B, Supporting Information) was selected from this ensemble. An X-ray structure of LFA-1 in complex with a compound that is similar to compounds 2 and 3 has been described.55

Trial Poses. For the trial poses, our main goal was to obtain a wide sampling, in terms of RMSDs to the target poses, within the known binding pockets. Both proteins contain only one suitable pocket for high-affinity binding to organic compounds in the relevant size range, so alternate binding sites were not considered in the generation of trial poses. For mfABP/I, trial poses were derived both from XPLOR-based simulated annealing34 and with DOCK.33 The remaining 20 (non-target) structures from the original well-resolved NMR ensemble were retained as trial poses; the minimum and maximum RMSDs to the target pose are 0.20 and 0.78 Å, respectively, for this set. (Unless stated otherwise, RMSDs correspond to ligand heavy-
atom RMSDs after superposition of ordered protein backbone atoms; i.e., these are RMSDs in the reference frame of the protein.) By re-annealing the original 21 NMR structures with only 10 arbitrarily picked restraints, an additional 21 trial poses were generated, with minimum and maximum RMSDs to the target pose of 0.73 and 2.10 Å, respectively. DOCK was used to generate trial poses by docking the ligand into the protein coordinates of the target pose using two protocols: (1) with the internal conformation of the ligand fixed to that observed in the target pose and (2) with full conformational flexibility of the ligand. From the DOCK runs, 20 rigidly docked and 461 trial poses were generated, with minimum and maximum RMSDs to the target pose ranging from 0.28 to 6.66 Å. In total, 461 trial poses were used for the ligand. From the DOCK runs, 20 rigidly docked and (2) with full conformational flexibility for the trial pose and (2) with full conformational flexibility of the ligand. For LFA-1/ARTICLES 0.73 and 2.10 Å, respectively. DOCK was used to generate trial poses by docking the ligand into the protein coordinates of the target pose using two protocols: (1) with the internal conformation of the ligand fixed to that observed for the trial pose and (2) with full conformational flexibility for the ligand. From the DOCK runs, 20 rigidly docked and 400 flexibly docked trial poses were selected, with RMSDs to the trial pose ranging from 0.28 to 6.66 Å. In total, 461 trial poses were used for the mFABP/I tests.

In the case of LFA-1/2, trial poses were generated using DOCK. The ligand was docked into the 10 sets of protein coordinates derived from PDB entry 1CQP. For each of the 10 protein coordinate sets, 50 trial poses generated by rigid ligand docking and 100 trial poses generated by flexible ligand docking were obtained. A total of 1500 trial poses were used for the LFA-1/2 tests. The minimum and maximum RMSDs to the target pose are 0.22 and 8.52 Å, respectively.

For LFA-1/3, trial poses were generated using DOCK in a manner analogous to that used for LFA-1/2. However, in this case, the ligand was docked into a single protein coordinate set — that of the target pose. Fifty trial poses generated by rigid ligand docking and 300 trial poses generated by flexible ligand docking were generated. In total, 350 trial poses were used for the LFA-1/3 tests. The minimum and maximum RMSDs to the target pose are 0.18 and 7.63 Å, respectively.

**NOE Matching for mFABP/I: Ideal Data.** Our initial tests of the algorithm were designed to ensure that it behaves as expected with idealized data. This was accomplished by generating a synthetic “experimental” 3D X-filtered NOESY spectrum based on (1) intramolecular H-H distances observed in the mFABP/I target pose and (2) generating a complete set of synthetic protein resonance assignments by randomly choosing chemical shift values for each 13C and 1H group in the protein. The synthetic chemical shifts were selected from a uniform distribution (±2BMRB) for each atom type. Unless noted otherwise, an effective distance upper bound cutoff of 5.0 Å was used for generating all of the predicted spectra discussed in this article. For the 462 mFABP/I poses (target and trial poses), the minimum, maximum, and average number of predicted peaks are 148, 198, and 171.4, respectively. For the target pose, 179 peaks are predicted, distributed among 73 1H/13C groups.

In this idealized case, the target pose always yields COSTpose = 0 for all parameter values, since all of the 1H/13C groups derived from the synthetic experimental spectrum have matches within the chemical shift and intensity tolerances in the predicted spectrum for this pose. In addition, we expect all (or nearly all) of the matches for the target pose to correspond to the correct assignment, given sufficiently small oH and oC values. The predicted spectra for the trial poses are generally not expected to yield COSTpose = 0, since the set of 1H/13C groups involved in predicted NOEs will generally differ among poses, and some of the 1H/13C groups common to both trial and target poses have different predicted intensities.

**Table 1. NOE Matching for mFABP/I with Ideal Synthetic Data**

<table>
<thead>
<tr>
<th>SDM</th>
<th>f’(I)</th>
<th>f’</th>
<th>NC corr</th>
<th>NW corr</th>
<th>COSTpose</th>
<th>RMSDcorr</th>
<th>NC corr</th>
<th>NW corr</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>T</td>
<td>0.988</td>
<td>73</td>
<td>0</td>
<td>12353.8</td>
<td>6.66</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>0.05</td>
<td>L</td>
<td>0.988</td>
<td>73</td>
<td>0</td>
<td>12334.4</td>
<td>6.66</td>
<td>19</td>
<td>22</td>
</tr>
<tr>
<td>0.25</td>
<td>T</td>
<td>0.973</td>
<td>73</td>
<td>0</td>
<td>8750.7</td>
<td>4.22</td>
<td>14</td>
<td>31</td>
</tr>
<tr>
<td>0.25</td>
<td>L</td>
<td>0.975</td>
<td>73</td>
<td>0</td>
<td>8496.0</td>
<td>4.22</td>
<td>15</td>
<td>31</td>
</tr>
<tr>
<td>0.50</td>
<td>T</td>
<td>0.951</td>
<td>71</td>
<td>2</td>
<td>7000.2</td>
<td>4.14</td>
<td>19</td>
<td>34</td>
</tr>
<tr>
<td>0.50</td>
<td>L</td>
<td>0.954</td>
<td>71</td>
<td>2</td>
<td>6700.5</td>
<td>4.14</td>
<td>19</td>
<td>33</td>
</tr>
<tr>
<td>0.75</td>
<td>T</td>
<td>0.931</td>
<td>71</td>
<td>2</td>
<td>5839.7</td>
<td>4.14</td>
<td>11</td>
<td>44</td>
</tr>
<tr>
<td>0.75</td>
<td>L</td>
<td>0.936</td>
<td>67</td>
<td>6</td>
<td>5562.7</td>
<td>4.14</td>
<td>11</td>
<td>46</td>
</tr>
<tr>
<td>1.00</td>
<td>T</td>
<td>0.914</td>
<td>71</td>
<td>2</td>
<td>5073.8</td>
<td>4.23</td>
<td>6</td>
<td>49</td>
</tr>
<tr>
<td>1.00</td>
<td>L</td>
<td>0.961</td>
<td>67</td>
<td>6</td>
<td>4812.7</td>
<td>4.23</td>
<td>6</td>
<td>49</td>
</tr>
<tr>
<td>1.25</td>
<td>T</td>
<td>0.906</td>
<td>71</td>
<td>2</td>
<td>4597.0</td>
<td>4.23</td>
<td>7</td>
<td>50</td>
</tr>
<tr>
<td>1.25</td>
<td>L</td>
<td>0.911</td>
<td>67</td>
<td>6</td>
<td>4344.0</td>
<td>4.23</td>
<td>7</td>
<td>50</td>
</tr>
<tr>
<td>1.50</td>
<td>T</td>
<td>0.907</td>
<td>67</td>
<td>6</td>
<td>4388.7</td>
<td>5.53</td>
<td>8</td>
<td>50</td>
</tr>
<tr>
<td>1.50</td>
<td>L</td>
<td>0.905</td>
<td>63</td>
<td>10</td>
<td>4110.9</td>
<td>5.53</td>
<td>10</td>
<td>48</td>
</tr>
<tr>
<td>2.00</td>
<td>T</td>
<td>0.889</td>
<td>64</td>
<td>9</td>
<td>4108.6</td>
<td>5.53</td>
<td>6</td>
<td>53</td>
</tr>
<tr>
<td>2.00</td>
<td>L</td>
<td>0.892</td>
<td>58</td>
<td>15</td>
<td>3829.0</td>
<td>5.53</td>
<td>8</td>
<td>51</td>
</tr>
<tr>
<td>5.00</td>
<td>T</td>
<td>0.825</td>
<td>59</td>
<td>14</td>
<td>3451.3</td>
<td>5.23</td>
<td>5</td>
<td>56</td>
</tr>
<tr>
<td>5.00</td>
<td>L</td>
<td>0.828</td>
<td>52</td>
<td>21</td>
<td>3158.7</td>
<td>5.23</td>
<td>5</td>
<td>57</td>
</tr>
</tbody>
</table>

\* Factor used to multiply the chemical shift standard deviations. \* T, tight f’(I); L, loose f’(I). \* Correlation coefficient between COSTpose and the RMSD to the target pose. \* Number of correctly assigned 1H/13C groups in the target pose. \* Number of incorrectly assigned 1H/13C groups in the target pose. \* Maximum RMSDcorr between the pose with the maximum COSTpose and the target pose. \* Number of correctly assigned 1H/13C groups in the pose with the maximum COSTpose. \* Number of incorrectly assigned 1H/13C groups in the pose with the maximum COSTpose. \* Data set (bold) used to produce Figure 4.
and RMSD, a very good correlation is observed for RMSD values out to \( \sim 3 \) Å. This result demonstrates that, with ideal (i.e., completely accurate) data, the method as implemented can discriminate among binding poses with high resolution. The linear correlation breaks down for larger RMSD values. This result was also anticipated since, in general, a correlation coefficient (i.e., completely accurate) data, the method as implemented can discriminate among binding poses with high resolution. The linear correlation breaks down for larger RMSD values. This result was also anticipated since, in general, a correlation coefficient between COST\(_{\text{pose}}\) and RMSD should not be expected among poses that are far from correct.

**NOE Matching for mFABP/1: Real Data and Experimental Protein NMR Assignments.** For the next series of tests, we used the real experimental 3D X-filtered NOESY data set. After interactive analysis, the experimental 3D X-filtered NOESY spectrum of the mFABP/1 complex contained 140 peaks, of which 126 have been assigned by interactive analysis. The peaks were grouped into 54 protein\( ^1\)H\( ^{13}\)C groups, of which 48 have been assigned. Predicted chemical shifts were set to the known NMR assignments for the assigned groups; otherwise, the average \( ^1\)H and \( ^{13}\)C chemical shift for that group was taken from the BMRB (diamagnetic protein statistics) and used as the predicted chemical shift. Thus, for these tests, we have highly accurate “predicted” chemical shifts for most protein \( ^1\)H\( ^{13}\)C groups. For unassigned prochiral protons/groups, the BMRB predicted shift was arbitrarily selected from the prochiral pair. (The average BMRB chemical shifts are very similar for all prochiral pairs.)

For these tests, the \( ^1\)H and \( ^{13}\)C standard deviations were set to 0.04 and 0.4 ppm, respectively, for \( ^1\)H\( ^{13}\)C groups that are experimentally assigned; otherwise, BMRB\(_{\text{SD}}\) values were used. Table S1 (Supporting Information) summarizes the results obtained by varying SDM and \( f(I)\) for this case. The SDM value for the correlation coefficient between COST\(_{\text{pose}}\) and RMSD (\( r = 0.977\)) is obtained for SDM = 0.50, \( f(I)\) “tight”. While a finer-grained sampling of SDM values may yield slightly higher correlation coefficients, the results presented indicate that an SDM value of 0.50 is near optimal for this test case. Figure 5A shows a plot of COST\(_{\text{pose}}\) versus RMSD for the SDM = 0.50, \( f(I)\) “tight”, test case. A good correlation is observed for RMSD values of \( \sim 3 \) Å or less. Figure 5B compares the target pose and the pose with the minimum COST\(_{\text{pose}}\); the RMSD between these two poses is 0.95 Å (Table S1).

**NOE Matching for mFABP/1: Real Data and Predicted Protein Chemical Shifts Set to BMRB Averages.** For these tests, the real experimental data for mFABP/1 were used (described above). For all \( ^1\)H\( ^{13}\)C groups, predicted chemical shifts were set to the average \( ^1\)H and \( ^{13}\)C chemical shifts for that group from the BMRB, and BMRB\(_{\text{SD}}\) values were used for the chemical shift standard deviations. For these tests, we have relatively low accuracy and precision for the predicted chemical shifts.

Table 2 summarizes the results obtained by varying SDM and \( f(I)\) for this case. The maximum value for the correlation coefficient between COST\(_{\text{pose}}\) and RMSD (\( r = 0.912\)) is obtained for SDM = 0.50; as with tests using the experimental protein assignments, SDM = 0.50 appears to be a near-optimal value for this case. Unlike the preceding cases, there are significant degradations of the correlation coefficients between COST\(_{\text{pose}}\) and RMSD at both low and high values of SDM. At SDM = 0.05, a large majority of the \( ^1\)H\( ^{13}\)C groups that are assigned have incorrect assignments. As SDM increases, more \( ^1\)H\( ^{13}\)C groups get assigned, since the P-to-P edge costs decrease, while the P-to-U edge costs remain constant (Figure 2; eqs 2–6). At the near-optimal value of SDM = 0.50, a majority of the assigned groups have correct assignments for poses with relatively low COST\(_{\text{pose}}\) values at SDM = 5.00, a majority of the assigned groups have correct assignments for poses with relatively low COST\(_{\text{pose}}\) values at SDM = 5.00, a majority of the assigned groups have correct assignments for poses with relatively low COST\(_{\text{pose}}\) values. In these cases, the intensity terms play a more dominant role; i.e., \( ^1\)H\( ^{13}\)C groups may be assigned chemical shift values that are well outside of their expected range. Figure 6A shows a plot of COST\(_{\text{pose}}\) versus RMSD for the SDM = 0.50, \( f(I)\) “tight”, test case. In this case, even with protein chemical shift
then applied to the resulting peak lists using SDM predicted 3D X-filtered NOESY peak lists. NOE matching was deleted (in increments of 10%) from both the experimental and with less sensitivity, lower intensity peaks were systematically calculated. Higher RMSD of the target pose and the pose with the minimum COST pose (non-hydrogen atoms colored magenta) from (A).

To test the expected performance of NOE matching on data with less sensitivity, lower intensity peaks were systematically deleted (in increments of 10%) from both the experimental and predicted 3D X-filtered NOESY peak lists. NOE matching was then applied to the resulting peak lists using SDM = 0.50, $f' = (I)$ “tight”. The results of these tests are summarized in Table S2 (Supporting Information). The results indicate that, in the case of mFABP/1 with real experimental data, NOE matching results degrade gradually and can identify the correct pose when the minimum observable NOE intensity corresponds to a distance greater than or equal to ~3.5 Å.

**NOE Matching for mFABP/1: Real Data and Predicted Protein Chemical Shifts Set to BMRB Averages.** This test case is more challenging than the mFABP/1 system, for several reasons. Fewer peaks (69) are present in the 3D X-filtered NOESY spectrum of LFA-1/2; these have been associated with 51 experimental $^1$H$^1$C groups. Compound 2 has greater internal flexibility than compound 1 (see Chart 1). Also, no protein–ligand NOEs have been detected for any of the methine or methylene protons of compound 2; as a result, there is no direct information on the placement of the compound 2 core (Chart 1). With many protein–ligand complexes, we have observed that ligand methine and methylene protons often do not yield internolecular NOEs due to intrinsically broad lines and weak signal intensities. Therefore, the methine and methylene protons of compound 2 were excluded entirely from the NOE matching calculations. Also, we chose to create trial poses for this system by docking into protein structures that are different from the target pose (see Methods section). The X-ray structure$^{35}$ of LFA-1/2 was determined shortly after the NMR studies were initiated; experimental protein NMR assignments were therefore not completed and verified.

Real NMR data and BMRB-derived predicted protein chemical shifts and standard deviations were used for the NOE matching tests. Using a 5.0 Å upper-bound distance cutoff, the minimum, maximum, and average numbers of predicted peaks are 33, 87, and 64, respectively, over the trial and target poses. For the target pose, 87 peaks are predicted, distributed among 62 $^1$H$^1$C groups.

**NOE Matching and in silico Experiments for LFA-1/2**. The NOE matching results for this system are summarized in Table S3 (Supporting Information). The best correlation coefficient between COSTpose and RMSD ($r = 0.858$) is obtained for SDM = 0.25, $f'(I) = "tight"$. Figure 7A shows a plot of COSTpose versus RMSD, and Figure 7B compares the

**Table 2. NOE Matching for mFABP/1 with Real Data and BMRB-Derived Shifts**

<table>
<thead>
<tr>
<th>Protein</th>
<th>NOE Matching</th>
<th>RMSD</th>
<th>NCmin</th>
<th>NWmin</th>
<th>NCmin</th>
<th>NWmin</th>
<th>Rmin</th>
</tr>
</thead>
<tbody>
<tr>
<td>mFABP/1</td>
<td>T</td>
<td>0.51</td>
<td>1288</td>
<td>4</td>
<td>5</td>
<td>30</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0.49</td>
<td>1450</td>
<td>3</td>
<td>4</td>
<td>33</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>0.85</td>
<td>5865</td>
<td>26</td>
<td>19</td>
<td>28</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0.85</td>
<td>9609</td>
<td>26</td>
<td>19</td>
<td>28</td>
<td>16</td>
</tr>
<tr>
<td>0.50 T</td>
<td>0.912</td>
<td>1630</td>
<td>3259</td>
<td>0.75</td>
<td>30</td>
<td>20</td>
<td>143</td>
</tr>
<tr>
<td>0.50 L</td>
<td>0.911</td>
<td>7643</td>
<td>3066</td>
<td>0.75</td>
<td>28</td>
<td>22</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>0.892</td>
<td>5891</td>
<td>0.75</td>
<td>29</td>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0.888</td>
<td>5635</td>
<td>0.75</td>
<td>23</td>
<td>24</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>0.975</td>
<td>5210</td>
<td>0.75</td>
<td>21</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0.968</td>
<td>1130</td>
<td>0.75</td>
<td>27</td>
<td>24</td>
<td>22</td>
</tr>
<tr>
<td>1.00 T</td>
<td>0.861</td>
<td>4115</td>
<td>2282</td>
<td>0.75</td>
<td>29</td>
<td>22</td>
<td>27</td>
</tr>
<tr>
<td>1.00 L</td>
<td>0.851</td>
<td>4577</td>
<td>2039</td>
<td>0.75</td>
<td>27</td>
<td>24</td>
<td>23</td>
</tr>
<tr>
<td>1.50 T</td>
<td>0.849</td>
<td>4460</td>
<td>2176</td>
<td>0.75</td>
<td>27</td>
<td>24</td>
<td>23</td>
</tr>
<tr>
<td>1.50 L</td>
<td>0.837</td>
<td>4265</td>
<td>1986</td>
<td>0.75</td>
<td>26</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>2.00 T</td>
<td>0.832</td>
<td>4552</td>
<td>2132</td>
<td>0.75</td>
<td>25</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>2.00 L</td>
<td>0.818</td>
<td>3962</td>
<td>1938</td>
<td>0.75</td>
<td>25</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td>5.00 T</td>
<td>0.774</td>
<td>3510</td>
<td>1992</td>
<td>1.77</td>
<td>12</td>
<td>42</td>
<td>24</td>
</tr>
<tr>
<td>5.00 L</td>
<td>0.735</td>
<td>3312</td>
<td>1797</td>
<td>1.77</td>
<td>12</td>
<td>41</td>
<td>21</td>
</tr>
</tbody>
</table>

**Figure 6.** (A) COSTpose versus the RMSD (Å) to the target pose for mFABP/1 with real experimental 3D X-filtered NOESY data and predicted protein chemical shifts set to the corresponding BMRB average values, using the data set corresponding to the bold row in Table 2. (B) Superposition of target pose and the minimum cost pose (non-hydrogen atoms colored magenta) from (A).

**Figure 7A.** Cost versus RMSD (Å) for the target pose and the pose with the minimum COSTpose (RMSD = 0.75 Å; Table 2).

**Figure 7B.** Comparison of COSTpose and RMSD (Å) for the target pose and the pose with the minimum COSTpose (RMSD = 0.75 Å; Table 2).
target pose and the pose with the minimum \( \text{COST}_{\text{pose}} \) (RMSD 0.91 Å; Table S3, Supporting Information). In four cases (Table S3, Supporting Information), the target pose is also the one that has the minimum \( \text{COST}_{\text{pose}} \) value. The target pose is well-ranked in all cases except SDM

While NOE matching was successful in this case, the overall results with LFA-1/2 are not as good as those obtained with mFABP/1. The correlation between \( \text{COST}_{\text{pose}} \) and RMSD is not as high, especially for poses similar to the target pose (compare Figure 7A with Figure 6A). For LFA-1/2, some poses that are quite different from the target pose are relatively well-ranked (see Figure 7A); such poses may be problematic in the absence of a known target pose. These results point to the need for adequate conformational sampling and for methods for evaluating the results of NOE matching that are independent of a known target pose (see Discussion section).

**NOE Matching for LFA-1/3: Real Data and Predicted Protein Chemical Shifts Set to BMRB Averages.** The final test system (LFA-1/3) utilizes an analogue of 2 with better properties for NOE matching. The exact chemical structure of 3 (Chart 1) cannot be revealed at this time. Compound 3 is a more favorable case than compound 2 since (1) it is less flexible and (2) the core moiety of compound 3 contains two methyl groups that give rise to protein–ligand NOE interactions. Also in this case, we used the protein coordinates of the target pose for generating trial poses, rather than using alternate protein structures.

A total of 74 peaks were picked in the experimental 3D X-filtered NOESY spectrum of LFA-1 in complex with 3, and 71 of these peaks were subsequently assigned by interactive analysis. The experimental peaks were grouped into 44 protein

\( ^{1} \text{H}^{13}\text{C} \) groups; 41 of these have been assigned interactively. Using a 5.0 Å upper-bound distance cutoff, the minimum, maximum, and average numbers of predicted peaks are 92, 139, and 125, respectively, over the trial and target poses. For the target pose, 122 peaks are predicted, distributed among 68 \( ^{1} \text{H}^{13}\text{C} \) groups.

Table S4 (Supporting Information) summarizes the results obtained using the real experimental data and BMRB-derived protein chemical shift predictions and standard deviations. Overall, excellent results are obtained for this system. For SDM values between 0.25 and 1.00 (inclusive), the correlation coefficients between \( \text{COST}_{\text{pose}} \) and the RMSD values are all >0.900, with the best correlation (\( r = 0.973 \)) obtained with the near-optimal parameters SDM = 0.25, \( f' (1) = \text{“tight”} \). With these parameters, the target pose is ranked 11/351. Figure 8A shows a plot of \( \text{COST}_{\text{pose}} \) versus RMSD using the near-optimal parameters. Figure 8B shows a comparison of the target pose and the minimum cost pose (carbon, nitrogen, and oxygen atoms colored magenta) from (A), showing only the non-proprietary moieties.

**Discussion**

**Assessment of Protein–Ligand NOE Matching.** The test cases that were used in this study were chosen on the basis of the availability of (1) good-quality 3D X-filtered NOESY spectra and (2) well-defined target poses. Additionally, in two of the
three test cases, most of the peaks in the 3D X-filtered NOESY spectra were previously assigned by traditional methods, allowing an evaluation of the ability of NOE matching to reproduce known assignments. The specific compositions and distributions of residue types in the binding pockets were not used as a basis for choosing the test cases. We expect, in general, that small-molecule binding sites in proteins are sufficiently heterogeneous\(^{21}\) to permit informative pose scoring by NOE matching. While it is not possible to prove this claim on the basis of three test cases, our results point to wide applicability of the NOE matching approach. It may fail for simple ligands that yield only a few NOEs, or for those that populate multiple binding modes.

Protein conformational changes are important considerations for any ligand docking/scoring protocol. While not attempting to address this issue in any general way here, we stress that adequate conformational sampling is a prerequisite for NOE matching. LFA-1/2 is an illustrative example of this. For LFA-1/2, it was necessary to moderately vary the initial protein structure (ICQP). Specifically, Leu 302 in the flexible C-terminal \(\alpha\)-helix of LFA-1\(^{37}\) had to be moved in order to sample the correct binding pose of compound 2. In the absence of a known binding pose, methods for evaluating the adequacy of the conformational sampling will be required.

Heterogeneous residue distributions in binding pockets\(^{21}\) are the basis for molecular recognition and, as noted above, are a basic assumption of the NOE matching approach. For mFABP/1, the experimentally assigned intermolecular NOEs involve 22 different residues and 12 different residue types, and for LFA-1/3 they involve 17 different residues and 7 different residue types. Due to the multiple occurrences of some residue types in the binding pockets, and overlapping chemical shift ranges for most of the atom types present, in general one could not assign the protein \(^1\)H\(^{13}\)C groups observed in the 3D X-filtered NOESY data using just chemical shift information. Methyl groups are considered as an illustrative example. The distributions of methyl-containing residues for the mFABP/1 and LFA-1/2 pockets are shown in Figures S3 and S4 (Supporting Information), respectively. Methyl groups with overlapping chemical shift ranges are diversely distributed throughout both binding pockets. These situations preclude assigning these groups on the basis of simple inspections of chemical shifts.

These considerations indicate that the successful pose characterizations obtained for all test cases are due to the information inherent in the overall patterns of NOEs observed. In addition, for the mFABP/1 and LFA-1/3 test cases, significant numbers of correct assignments were obtained for the target and low-cost poses, even when using the BMRB-derived chemical shift predictions (Tables 2 and S2–S4). This has implications for extending the method.

An indication that the method should be robust is the insensitivity to the exact choice of parameter values used. The \(K\) parameters (eqs 3–5) were not varied; they were fixed at values aimed at achieving two main goals: (1) giving more weight to observed peaks than to predicted peaks and (2) allowing \(P\) nodes to be matched to \(U\) nodes (Figure 2) if no suitable match is found in terms of chemical shifts and intensities. Since \(P\)-to-\(U\) matches contain intensity terms only (eqs 3 and 4), these terms need to be weighted more heavily than the intensity terms in \(P\)-to-\(P\) matches (eq 5), which contain both chemical shift and intensity matching terms.

The \(\sigma_{H}\) and \(\sigma_{C}\) values and the functional form of the intensity matching term \(f(I)\) in eq 5 were varied. Major differences were not typically observed between results obtained with “tight” versus those obtained with “loose” intensity matching; however, the “tight” matching function performed slightly better overall in terms of yielding correct assignments for the \(^{1}\)H\(^{13}\)C groups.

The \(\sigma_{H}\) and \(\sigma_{C}\) values determine the degree of chemical shift mismatch above which \(P\) nodes will be matched to \(U\) nodes. In the case of the ideal (completely accurate) synthetic “observed” and “predicted” data, increasing the \(\sigma_{H}\) and \(\sigma_{C}\) parameter values results in increasingly degraded performance (Table 1). As expected for this case, the target pose always obtains a COST\(_{\text{pose}}\) of 0, since observed \(P\) nodes always match to predicted \(P\) nodes that contain the same peak pattern, shifts, and intensities. However, the correlation between COST\(_{\text{pose}}\) and RMSD to the target pose decreases, and the number of correct assignments decreases for the target pose and low-cost poses, with increasing \(\sigma_{H}\) and \(\sigma_{C}\). These results are expected, as the edge weights for alternate \(P\)-to-\(P\) matches decrease for the trial poses as the \(\sigma_{H}\) and \(\sigma_{C}\) values are increased.

When most protein resonance assignments are known experimentally, varying the \(\sigma_{H}\) and \(\sigma_{C}\) values from 0.05 to 5.0 had little effect on the results (Table S1). Overall, better results are obtained when known assignments are used relative to simply using the BMRB values for the predicted shifts (compare Tables S1 and 2). These results, along with the results obtained for the synthetic data sets, indicate that NOE matching is more robust and effective when the protein chemical shifts are known, or when they can be predicted more accurately (vide infra).

The most stringent tests of NOE matching are those that were performed using the real experimental 3D X-filtered NOESY data sets, with the predicted chemical shifts set to average values derived from the BMRB (Tables 2 and S2–S4). For our test cases, the near-optimal SDM values are 0.25 or 0.50 (case-dependent). Values of \(\sigma_{H}\) and \(\sigma_{C}\) that are too small produced unsatisfactory results, due to the inability to correctly match many of the observed shifts to the BMRB mean shifts. Large values of \(\sigma_{H}\) and \(\sigma_{C}\) also produced unsatisfactory results, since the ability to discriminate between possible assignments by chemical shift matching degrades; i.e., too many \(P\)-to-\(P\) matches are associated with low edge costs. At very large \(\sigma_{H}\) and \(\sigma_{C}\) values, the COST\(_{\text{pose}}\) values asymptotically approach non-zero values (data not shown). A non-zero cost remains associated with each pose due to intensity mismatches.

The effects of deleting low-intensity subsets of peaks were tested (Table S2, Supporting Information). A gradual degradation in the performance NOE matching was observed. The target pose ranked well, and the pose with the lowest COST\(_{\text{pose}}\) value was similar to target pose when as many as 80% of the observed and predicted peaks were deleted. These results indicate that NOE matching can succeed with lower sensitivity data. When 90% of the peaks were deleted (leaving 14 experimental and an average of 18 predicted peaks), NOE matching performed poorly (Table S2). With this limited number of peaks, the correct pose was not identified using BMRB-derived predicted chemical shifts. We note that ligand binding poses can be validated using a relatively small number of assigned protein–ligand NOEs.\(^{28}\)

---

likewise, we expect NOE matching to require fewer peaks when some experimental assignments are available.

For the tests described in this article, the performance of the NOE matching procedure was judged primarily by comparisons to known target poses and (for two of the three systems) known protein NMR resonance assignments. As an initial recommendation for future applications, the SDM parameter may be optimized by sampling values between 0.10 and 1.00 and computing the correlation between \( \text{COST}_{\text{pose}} \) and RMSD to a target pose. The \( \text{COST}_{\text{pose}} \) versus RMSD plots should be examined for outliers, nonlinear relationships, and lack of correlation at high RMSD values. Procedures for optimizing and evaluating NOE matching in cases of unknown target poses with unknown protein resonance assignments are being explored; one possible approach is to use one or more low-cost poses in place of the target pose when computing the correlation between \( \text{COST}_{\text{pose}} \) and RMSD values. Clustering methods may be applied to the trial poses. Such an analysis will allow the identification of representative cluster members, which can then be subjected to more computationally demanding evaluations. Also, in de novo pose determinations using NOE matching, data on closely related ligand analogues can provide valuable information; e.g., the LFA-1/3 results could be used to rule out the problematic (e.g., relatively low cost, high RMSD) poses obtained for LFA-1/2. Other possible approaches for discriminating among poses are discussed in the next section (Possible Extensions and Complementarities).

Protein–ligand NOE matching has advantages and limitations. Pose characterization assumes that suitable coordinate sets for the target protein are available. For NOE matching, two additional requirements must be fulfilled: (1) a sufficient number protein–ligand NOEs must be experimentally observed, and (2) poses that are similar to the true binding pose must be sampled in order to be recognized. For the latter, docking methods that thoroughly sample pose space, including the protein conformation, can be used. Extensive conformational sampling requires an approach that can rank many thousands of trial poses; NOE matching meets this requirement.

NOE matching has a number of important features. It utilizes, from the outset, all of the available protein–ligand NOEs (assigned or unassigned) arising from all \( ^1H/^{13}C \) groups in a uniformly \( ^1H/^{15}N \)-labeled protein. Predicted protein chemical shifts can be overwritten with any available protein chemical shift assignments, affording a direct way of incorporating such information. Similarly, any assigned intra-ligand and protein–ligand NOEs can be used as explicit restraints to direct the sampling of poses. Protein–ligand NOEs can be observed under both fast and slow exchange conditions. Therefore, protein–ligand NOE matching is applicable to most exchange regimes, the exception being when severe exchange-broadening cannot be eliminated. By defining nodes in terms of HC groups instead of individual peaks, a degree of self-consistency is automatically imposed on matching; i.e., all of the experimental NOEs known to arise from the same experimental \( ^1H/^{13}C \) group are matched, as a set, to one particular HC group in the given pose. Direct peak-to-peak matching does not impose this restriction.

Possible Extensions and Complementarities. Our overall goal is to build a widely applicable framework that facilitates the rapid evaluation of ligand binding poses. Ideally, this framework should support alternative strategies suitable to the cases at hand, and it should ultimately facilitate the study of large protein–ligand complexes. As presented in this article, protein–ligand NOE matching is primarily a top-down strategy that uses minimal experimental data and that does not require sequence-specific protein resonance assignments. It is also primarily a scoring or filtering strategy, as opposed to a restrained or directed search strategy based on explicit restraints. In this section, we comment on possible extensions to NOE matching and on how this framework can facilitate pose evaluations, including traditional bottom-up strategies and strategies based on alternate isotopic labeling schemes.

Intermolecular NOE data are typically acquired early in the process of “bottom-up” pose determination, since there is no point in continuing if these are not observed. NOE matching can be performed before protein assignments are obtained. The bottom-up process can be continued in parallel. As protein assignments are obtained, they can be used to assign some of the observed intermolecular NOEs, and hence to restrict the search space and provide accurate predicted chemical shifts. (While not utilized here, intermolecular NOEs involving backbone amide groups could also be used.) Thus, while at a given time only the assigned subset of protein resonances can be used to derive unambiguous restraints, all of the peaks in the 3D X-filtered NOEY are used to evaluate and identify the most consistent pose(s).

Resonance assignments, especially side-chain assignments, can be difficult or impossible to obtain for larger proteins. Also, the sensitivity of the 3D X-filtered NOEY experiment with uniformly \( ^1H/^{15}N \)-labeled samples degrades significantly with larger proteins. For larger proteins, the observation and identification of protein–ligand NOEs may be accomplished by different approaches. Stabilizing agents may allow spectra to be recorded at higher temperatures, which can enhance sensitivity. Selective (non-uniform) isotopic labeling strategies can be used to increase both spectral sensitivity and the information content of NOE peaks. NOE matching is being modified to use information from 2D NOEY and/or 3D X-filtered NOEY data sets acquired using multiple, non-uniformly labeled protein samples.

Once a smaller set of the most consistent poses are identified, additional approaches become feasible. Prediction of the absolute chemical shifts for each pose could be used to rescore selected poses. These poses could be filtered using ligand proton chemical shift changes predicted by quantum-mechanical methods. If some protein assignments are available, the consistency of binding poses with observed protein atom chemical shift changes could be evaluated as well. A small set of consistent poses could be subject to more thorough analysis using more

accurate and complete force fields and computationally intensive conformational sampling techniques, with the resulting poses being evaluated on the basis of both NOE matching and the theoretical binding energies. In addition to providing \( \text{COST}_{\text{pose}} \) values, NOE matching provides possible assignments for many of the experimental \( ^1\text{H}^{13}\text{C} \) groups (and hence possible NOE peak assignments) for each pose. By associating likelihoods with the possible assignments, explicit restraints could be derived from those assignments with high likelihoods. These restraints could then be used to limit the search space in a subsequent round of trial pose generation. By repeating this process, iterative refinement strategies are feasible. Finally, several aspects of the NOE matching process may be recast in terms of Bayesian probabilities, as recently demonstrated for NOE peak identification and NMR-based protein structure determination.

**Concluding Remarks**

The studies described herein lay the groundwork for a widely applicable, general framework for “top-down” determinations of ligand binding poses using protein–ligand NOE data. The NOE matching approach is able to use all of the available NOE data for pose evaluation, without the need for the time- and resource-consuming “bottom-up” process of establishing protein NMR resonance assignments by traditional approaches. Recent advances in experimental NMR methods have made it possible to obtain sequence-specific resonance assignments for large proteins, and advances in automated NMR data analysis methods have enhanced the throughput of the sequential assignment/structure determination process. Nevertheless, in the context of lead optimization, the ability to rapidly provide information on ligand binding poses remains a key challenge for biomolecular NMR. The methodology described and demonstrated in this article represents a novel, promising approach aimed at addressing this crucial issue.
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