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What if we put everything in memory?
What if we put everything in memory?

Does in-memory processing allow for new efficient retrieval techniques?
Results
<table>
<thead>
<tr>
<th>Method</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doc Sorted</td>
<td>0.6</td>
<td>7x</td>
<td>70%</td>
</tr>
<tr>
<td>Pruning</td>
<td>0.6</td>
<td>7x</td>
<td>57%</td>
</tr>
<tr>
<td>Memory</td>
<td>0.6</td>
<td>7x</td>
<td>66.7%</td>
</tr>
<tr>
<td>Trimming</td>
<td>0.6</td>
<td>7x</td>
<td>70%</td>
</tr>
<tr>
<td>Skips</td>
<td>0.6</td>
<td>7x</td>
<td>97.5%</td>
</tr>
</tbody>
</table>
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Lester: Adaptive Pruning
Moffat/Zobel: Quit and Continue
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<table>
<thead>
<tr>
<th></th>
<th>GOV2 queries/second</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Doc Sorted</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Strohman 2005</strong></td>
<td>0.6</td>
</tr>
<tr>
<td><strong>Pruning</strong></td>
<td>7.5</td>
</tr>
<tr>
<td><strong>Memory</strong></td>
<td>57.8%</td>
</tr>
<tr>
<td><strong>Trimming</strong></td>
<td>66.7</td>
</tr>
<tr>
<td><strong>Skips</strong></td>
<td>97.5</td>
</tr>
<tr>
<td><strong>Strohman/Croft 2007</strong></td>
<td></td>
</tr>
</tbody>
</table>
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skipping
lookup table allows fast access to segments of the compressed list
Skipping disadvantages

extra code complexity
more data to read and process

Solution

dynamically choose when to skip
if in OR mode:
  **don’t** skip

if in AND mode with *many* accumulators:
  **don’t** skip

if in AND mode with *few* accumulators:
  **do** skip
Results, Part II
everything in memory
efficient dynamic pruning
The chart shows the performance improvements in GOV2 queries/second over the years for different methods and their associated improvements.

- **Doc Sorted (Strohman 2005):** 0.6
- **Pruning (Anh/Moffat 2006):** 7.5
- **Memory (Strohman 2006):** 57.8
- **Trimming (Strohman/Croft 2007):** 66.7
- **Skips (Strohman/Croft 2007):** 97.5

Improvements:
- **7x** increase in Pruning efficiency.
- 70% increase in overall performance.

The chart indicates a significant improvement in efficiency and performance over time.
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The chart shows the GOV2 milliseconds per query for different numbers of query terms. It includes categories for Anh/Moffat, Trimming, and Skips. The x-axis represents the number of query terms, ranging from 1 to 8, while the y-axis indicates the GOV2 milliseconds per query, ranging from 0 to 400. The chart highlights that as the number of query terms increases, the GOV2 milliseconds also increase, particularly significant for 8 query terms.
The graph shows the performance of GOV2 queries/second across different processor core counts, with three categories: Memory, Trimming, and Skips.

- **Processor Cores**: 1, 2, 4
- **GOV2 queries/second**:
  - Memory: 97, 161, 228
  - Trimming: 97, 161, 228
  - Skips: 1x, 1.65x, 2.35x

The performance increases as the number of processor cores increases. For example:
- With 1 core, Memory is 97 queries/second.
- With 2 cores, Memory is 161 queries/second, which is 1.65x the performance of 1 core.
- With 4 cores, Memory is 228 queries/second, which is 2.35x the performance of 1 core.

The graph indicates a significant improvement in performance as the number of cores increases.
In the paper
model for skip length performance
skip length training
accumulator structures
cache effects in skipping
TREC 2006 results
query length distributions
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Efficient dynamic pruning
like static pruning without the risk
70% faster than previous approaches
skipping and trimming work together
important to study the memory-only case
Java-based distributed indexer
C++ and Java retrieval engines
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