
COMPSCI590.07 Algorithmic Aspects of Machine Learning

Assignment 3

Due Date: November 17, 2015 in class.

Problem 1 (Stochastic Gradient Descent). In this problem we will try to analyze stochastic
gradient descent algorithm for strongly convex functions.

Suppose f : Rn → R is a L-smooth, µ-strongly convex function with optimal point at x∗. In
particular

〈∇f(x), x− x∗〉 ≥ µ

2
‖x− x∗‖22 +

1

2L
‖∇f(x)‖22.

We will try to optimize this function by running a stochastic gradient descent algorithm:

Algorithm 1 Stochastic Gradient Descent

for t = 0 to k − 1 do
x(t+1) = x(t) − ηt(∇f(x(t)) + εt).

end for

In the algorithm, ηt is a step size that we will choose later. The vector ∇f(x(t)) + εt is a
stochastic gradient for f at x(t), in particular, εt is a random variable that only depends on x(t),
and for every x

E[ε|x] = 0,E[‖ε‖22|x] ≤ σ2. (1)

(a) (5 points) Suppose ∇f(x) + ε is a stochastic gradient for f at x that satisfies Equation (1).
Show that

E[‖∇f(x) + ε‖22] = ‖∇f(x)‖22 + σ2.

(b) (5 points) Let rt = E[‖x(t) − x∗‖22], show that when η ≤ 1
L ,

rt+1 ≤ (1− ηµ) rt + η2σ2.

(Hint: Consider rt+1 = E[‖(x(t) − x∗)− η(∇f(x(t)) + εt)‖22], and expand out the square.)

(c) (5 points) Show that when rt ≥ 2σ2

µL , we can choose ηt = 1
L , and get rt+1 ≤ (1− µ

2L)rt.

(d) (10 points) Suppose rt0 = 4σ2

µ2k
for some integer k, and k ≥ 2L

µ . Show that we can choose ηt

appropriately to ensure rt0+t ≤ 4σ2

µ2(k+t)
for all integer t > 0.

(Hint: The bound in (b) is quadratic in η, optimize that to get a good choice of step size.)
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