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Abstract

Standard B+ trees provide equal access time to all the stored keys, while real world workload is often highly biased, or exhibit strong locality in the access sequences. Previously, DBMSs use buffer management to exploit those characteristics to decrease the average access cost. In this project, we propose a different approach. We reorganize the B+ tree according to previous accesses, trying to capture the locality behavior and decrease the average access cost. We show by experiments that our algorithm can reduce the cost by a reasonable amount in most cases. We also point out that our algorithm can be combined with some buffer management strategy to get even better results.

1 Introduction

Indexes have been widely used to speed up the access to the objects in databases. However, for very large database, it is possible that the index itself is so large that only a small fraction of the index can be held in memory. Furthermore, traditional indexes, such as B+ trees, provide equal time to access all the indexed objects. However, the chance to access the objects in database is not uniform[4]. Generally speaking, in a small time frame, a small fraction of all the indexed objects are very possible to get higher chance to be accessed than others. Say, 90% of the queries will access 10% of the total indexed objects. Thus, sometimes it will make sense to speed up the frequent access to the 10% indexed objects at the price of slowing down the access to the other 90% objects.

At present, commercial DBMSs use buffer management to capture this locality of access patterns [3]. In this project, we propose a different approach. We try to reorganize the B+ tree according to previous accesses. We call such a kind of structures workload-aware B+ trees.
2 Related Work

B+ trees are extensively used as index structures for large databases. It provides optimal worst case search time for all keys stored in the tree. However, when the access distribution is highly skew, the average search time is not optimal any more. A large amount of research is done to improve the average performance of B+ tree indexes. Most of previous research is focused on the buffer management strategy. While pointing out classical buffer management strategies are not suitable for relational database environment [12], new buffer replacement algorithms, e.g. [3], are proposed to take the advantage of access patterns and the special structure of B+ trees. Another similar line of research is to make B+ trees cache conscious in main memory [10].

We notice that the problem of optimizing the average access cost in a B+ tree is a generalized version of the optimal binary search tree problem. The best known algorithm uses $\Theta(n^2)$ time and has the same space complexity [8]. This is not realistic in practice for trees with a large number of keys. Besides, this algorithm is static, in the sense that it depends on the prior knowledge of the access frequencies, sometimes called the reference probability vector in the literature. Due to the high complexity of this optimum algorithm, many nearly optimal binary search trees algorithms were proposed, including greedy trees [9], monotonic heuristics, weight balanced trees [1], and some online reorganization algorithms such as [7].

3 Problem Definition

In Section 1, we have some intuitive idea of how the problem is. But we still need to define our problem precisely, and on what we are trying to optimize.

A B+ tree is a search tree where all the keys are in the leaf nodes. The out degree of any node is no more than $B$, a parameter determined by the size of disk blocks. In theory, the out degrees are also required to be no less than $\lfloor B/2 \rfloor$ while the root is required to have at least 2 children. This requirement is meant to bound the height of the B+ tree so that the worst-case search time is $O(\log n)$. Since our goal is focused on the average case, it does not make sense to retain this requirement. Also, in practice, many implementations of B+ trees simply don’t do merging at all and this requirement doesn’t hold, either [6]. In our project, we only require that each node has at least two while no more than $B$ children, except the leaves, who have no children.
Our problem is now the following: starting from an initial B+ tree, we are given a sequence of requests to the keys stored in the B+ tree, one at a time. Because B+ trees are designed mainly for external memory, we only count the number of I/Os as the cost of search, or reorganization. We further assume that the root and all its children are buffered in memory, thus the cost of a request is the number of nodes from root to the leaf containing the key minus 2. At any given time step $t$, the algorithm knows all the requests before and at $t$, but future requests are hidden from the algorithm. The algorithm then tries to reorganize the B+ tree, without violating the requirement above, to minimize the total cost incurred during a certain period of time. The total cost consists of two parts: the search cost (reading blocks from disks) and the reorganization cost (include maybe both reading and writing the disk blocks). We expect that the total cost will be less than the total cost of the initial static B+ tree without reorganizations, when the requests are highly biased.

To construct the initial B+ tree that we start with, we assume that each node is $\ln 2 \approx 0.69$ full [13], a reasonable assumption when the tree is the result of a number of random insertions and deletions.

4 The Algorithm

4.1 Algorithm Overview

Our algorithm is motivated by the idea of weight balanced trees. A weight balanced binary tree is constructed in a top-down manner. The root node is chosen such that the sums of the weights of the subtrees are equal, or as close as possible to being equal, and then the subtrees are built using the same method recursively. Bayer shows in [1] that a weight balanced binary tree is near optimum, by a factor of $\ln \ln n$, which is acceptable.

We generalize this idea in the context of a B+ tree. We first assign some kind of weights to each leaf (a block of keys), and the weight of a subtree is defined to be the sum of all the leaves' weights in the subtree. The algorithm dynamically reorganizes the B+ tree. We move a subtree $T$ up from its parent node to its grandparent if the weight of the $T$ is no less than the average weight of all the grandparent's subtrees after $T$ is moved up. The definition and calculation of the weights, as well as the details of the moving-up procedure are described in the following sections.
4.2 Weights on Nodes

In order to capture the locality behavior and ease the computation of the weights, we propose the following weight function \( w(t, x) \) on node \( x \) at time \( t \). When \( x \) is a leaf, \( w(t, x) \) is defined as

\[
w(t, x) = \sum_{i=0}^{t} b(i, x) \theta^{t-i},
\]

where \( b(i, x) = 1 \) if \( x \) is visited at time \( i \); 0 otherwise. When \( x \) is an internal node, \( w(t, x) \) is defined to be the sum of all the leaves’ weights in the subtree rooted at \( x \).

This definition essentially assigns exponentially decreasing weights to earlier requests of the key. The constant \( \theta \) is a tunable parameter, which should be from 0 to 1. The smaller \( \theta \) is, the more emphasis is put on more recent requests, thus our algorithm becomes more sensitive to the locality in the request sequence. When \( \theta = 1 \), the function basically “remembers” all the previous requests.

The weight function defined in (1) has a nice property: it can be incrementally maintained at little extra cost. Besides the weight itself, we store a time stamp \( \tau(x) \) at each node, representing the time when the weight is last computed, i.e., a pair \( (\tau(x), w(\tau(x), x)) \) is stored for each node. Then at any later time \( t \), the updated weight can be computed as

\[
w(t, x) = w(\tau(x), x) \theta^{t-\tau(x)},
\]

if \( x \) is not visited after \( \tau(x) \). For each access, we update all the nodes along the path from root to the leaf as

\[
w(t, x) = w(\tau(x), x) \theta^{t-\tau(x)} + 1.
\]

It’s not hard to show that with (2) and (3), we can always keep the weights updated. We assume that all these statistics information are kept in main memory, then the cost of the incremental maintenance of these statistics can be ignored. In the following, we omit the time parameter \( t \) in \( w(t, x) \), when there is no ambiguity.

4.3 Reorganization

As described in Section 4.1, we move up a subtree \( T \) when \( w(t, T) \) is no less than the average weight of its “dad” and all its “uncles”. To be more
precise, after an request is processed, for each (child, grandparent) pair 
\((x, g(x))\) along the access path, we compute an ratio as

\[
r(x) = \begin{cases} 
\frac{w(x)}{w(g(x)) + d(g(x))}, & \text{if } d(g(x)) < B; \\
\frac{w(x)}{w(g(x))}, & \text{if } d(g(x)) = B,
\end{cases}
\]

where \(d(x)\) is the out degree of \(x\). For all the \(x\)'s with \(r(x) > 1\), we select out the the one with the large ratio and perform a move-up operation on it. Note that the definition of \(r(x)\) above has taken into account the possible splitting of \(g(x)\) when \(x\) is moved up.

There are two cases of the move-up operation depending on the location of \(x\). The simpler one is shown in Figure 1. The shaded box is \(x\) that is to be moved up. After we change the pointers, we need to do a \texttt{MERGE} operation on \(x\)'s old parent and then a \texttt{SPLIT} on \(x\)'s new parent, if necessary. The \texttt{MERGE} and \texttt{SPLIT} operations are the same as those in the standard B+ tree algorithm. We do a \texttt{MERGE} on \(x\) when \(d(x) < B/2\). First, if one of \(x\)'s siblings, say \(y\), has enough children and \(d(x) + d(y) \geq B\), we then drag a portion of \(y\)'s children to \(x\) such that both \(x\) and \(y\) have no less than \(B/2\) children. If none of \(x\)'s siblings has enough children, we merge \(x\) with one of them to form a larger node. A special case in doing a \texttt{MERGE} is when \(d(x) = 1\). In this case, we simply remove \(x\) and let \(x\)'s child replace its position. If \(d(x) > B\), we have to do a \texttt{SPLIT}, producing two separate nodes. Note that \texttt{SPLIT} is recursive, that is, after \(x\) is split, we also need to do a \texttt{SPLIT} on \(x\)'s parent. \cite{6} contains a more detailed description on these operations.

The second and more general case is when \(x\) is in the middle among its siblings, shown in Figure 2. In this case, after changing the pointers, we need to consider doing \texttt{MERGE} on two nodes and then \texttt{SPLIT} on one node. Please
note that the order of the merge and split operations are important. We need to do merges first since this may save unnecessary splits.

The operations introduced above ensure that the out degree of any node is always no more than \( B \). However, a small number of nodes may have less than \( B/2 \) children. We have already justified this problem in Section 3. We will further show by experiments that this will not cause the performance to degrade, nor produce too many nodes in the B+ tree.

5 Experiments

5.1 Methodology

We have implemented the B+ tree structure and our reorganization algorithm in main memory to simulate the external memory scenario. The initial B+ tree is constructed using bulk-loading, but each node has only \( \ln 2 \cdot B \) children [13]. The maximum fanout of a node in the B+ tree and the total number of keys stored in the B+ tree are the tunable parameters in our implementation. These two parameters indicate the size and depth of original B+ tree. The maximum fanout of a node also indicates the size of each node in the B+ tree to some degree.

We have generated two kinds of request sequences as our test datasets, which follow Zipf-like distributions and time-dependent distributions respectively. For the datasets following Zipf-like distribution, we purposely do not consider the query patterns vary with time, and just intend to demonstrate how our algorithm capture the skew characteristic of the query sequences. We exploit how our algorithm works well with the time-related query sequences by using the datasets following time-dependent distribution. In the experiments on Zipf-like query sequences, we construct an initial B+ tree
that stores 1000 keys, and has a maximum fanout of 6 in each node. In the experiments on time-dependent query sequences, we have an initial B+ tree with 2000 keys and a maximum fanout of 12. These parameters produce B+ trees with heights 4 or 5, which is meant to “scale down” typical B+ trees to ones that are suitable in our experiments.

We believe that the disk I/Os will be the dominating factor in the performance of our algorithm. So we carefully count the number of disk I/Os needed in the search and reorganization operations of our algorithm, and show that the number of disk I/Os required in our algorithm is less than that in traditional B+ tree index in the case of both Zipf-like request distributions and time-dependent distributions.

5.2 Zipf-like Distributions

Zipf-like distribution is one of the typical skew distributions. Typical Zipf distributions [14] follow the formula \( p_i \sim 1/i^\alpha \), \( 0 < \alpha < 1 \). It means that the probability \( p_i \) of a request to the \( i \)th most popular object is proportional to \( 1/i^\alpha \). Large \( \alpha \)'s lead to more biased distributions; and small \( \alpha \)'s correspond to the long, heavy tails in the distributions. In our experiments, we first randomly assign a popularity number to each key stored in the B+ tree, then the requests are generated according to probabilities \( 1/i^\alpha \) after normalization, where \( i \) is the assigned popularity. Figure 3 is an example of our synthetic Zipf-like query sequences, in which Zipf's \( \alpha = 0.8 \). The \( x \) axis is the sequence number of queries, and the \( y \) axis is the value of requested keys. Each point in this figure represents a query.

In our simulations, we synthesize some Zipf-like query sequences by varying the value of \( \alpha \) from 0.5 to 0.95, with 65000 requests in each of these synthetic distributions. In this experiment, we are using biased distributions with no (or little) locality. Intuitively, since all requests are generated from the same distribution, each previously access object is an indicator of how the future requests should be. Our algorithm should “remember” all the history, to achieve the best results. Our experiment confirms this intuition: the performance is the best when \( \theta = 1 \), and degrades as \( \theta \) gets smaller. At certain points, the performance is even worse than the static B+ tree when the cost of reorganization is so large that it cannot offset the gain from reduces search cost. For this reason, we only show the result for \( \theta = 1 \). This can be generalized to the following: if the requests are produced from a static distribution, \( \theta = 1 \) is always the best choice.

Figure 4 shows the speedup that our workload-aware index can get in the case of the query sequences following Zipf-like distributions. The \( x \)
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Figure 3: The query sequence following Zipf-like distribution.

Figure 4: The speedup in the Zipf-like query sequences.
axis is the value of $\alpha$ in Zipf formula. The $y$ axis is the speedup, which is defined as the ratio of the number of disk I/Os in the traditional B+ index algorithm (only including searching operations) to that in our algorithm (including reorganization and searching operations). Each point in the plot is the average of 5 repetitions of the experiments, using different random seeds. It shows we can get the an average speedup of 1.1 when $\alpha$ varies from 0.5 to 0.95, and our algorithm can get better performance for more skew query distribution. For instance, when $\alpha = 0.9$, we can get a speedup by more than 1.2.

5.3 Time-dependent Distributions

In this section, we illustrate how our algorithm works well in the case of the time-dependent requests sequences, exhibiting strong locality.

An example of our synthetic time-dependent query sequences is shown in Figure 5. The $x$ axis is the sequence number of the queries, and the $y$ axis is the key of objects. To generate such distributions, we first divide the whole duration into a number of time-steps of equal length. Within each time-step, we generate requests according a normal distribution, with a uniformly random mean and a fixed variance of 20. This is meant to capture the shifts in people’s interests: there are different popular objects (that are close to each other) at different times. This also corresponds to the concept of working set, suggested in many situations.

Figure 6 is the speedup of our workload-aware B+ tree in the case of
different values of $\theta$ in our algorithm and different time-steps in the query sequences. The definition of speedup is same as the previous section. In our experiments, we have a B+ trees with 2000 keys and a maximum fanout of 12 in all these experiments. The total number of requests in our experiments is 10000. Again, each point in the plot is the average of 5 independent repetitions of the experiments.

As can be seen, our algorithm can get good speedup in most cases. Particularly, for all the time-steps, it gets better speedup when $\theta \geq 0.85$, and reaches its maximum speedup when $\theta$ between 0.9 and 0.95. At the extreme case that $\theta = 1$, there is nearly no reorganization, and our algorithm degrades to static B+ tree index. Furthermore, we find that the larger the time-step is, the higher speedup our algorithm can get. When the time-step is 600, we even reach the speedup of more than 5 for $\theta = 0.95$. Generally speaking, our algorithm can adapt well to the time-dependent query sequences with some appropriate value of $\theta$ in our algorithm. At the present, the value of $\theta$ in our algorithm is a tunable parameter specified at the beginning of the algorithm. In the further work, we will expect to have the value of $\theta$ adaptive to the various time-dependent query patterns automatically.

As pointed out earlier, the number of nodes in our workload-aware B+ index may increase with the running of our algorithm, since there is split operations resulting from the moving-up of the popular nodes. One may worry that the our B+ tree might use too much space to trade for reduced search cost. We here show that this does happen in practice. Figure 7 shows three traces for the number of nodes in our workload-aware B+ tree index.
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Figure 7: The traces for the number of nodes in workload-aware B+ index

The x axis represents the sequence number of the queries, and the y axis represents the corresponding number of nodes in our reorganized B+ tree index. There are 3 traces shown in the Figure, which corresponds to the B+ tree with 2000, 3000, and 4000 keys respectively. In our experiments, each node of the B+ trees has the maximum fanout of 12, the value of $\theta$ in our algorithm is 0.9, the time-steps in all the sequences are 200, and the number of the requests is 10000. As can be seen, the number of nodes in our workload-aware B+ tree index increases slightly at the beginning, and then keeps stable at some non-large value. Furthermore, the traces show that the increase is independent of the number of nodes in the initial B+ tree. We have also conducted the experiments with different values of time-step, and for Zipf like distributions, their traces is similar to those in Figure 7.

6 Future Work

We have done a initial study about the workload-aware B+ index. However, there are some limitations in our present work, which we will further explore in our future work.

First, we do not consider insertions and deletions. But we believe that these operations under our workload-aware index are similar to those under traditional B+ trees. It will be easy to incorporate them into our framework.

Second, we have only deployed a simple buffer management in our experiments, caching the upper two level of B+ index tree. The study of Doyle,
Chase et. al. in [5] shows that the caches or buffers have the trickle-down effect. Our initial study shows that our workload-aware B+ index can further capture the moderately popular queries in the miss stream of buffers or caches. We will further explore the scenario by deploying more delicate buffer management or caching strategies[2] in our future study. We expect that the combined strategy will outperform simple buffer management alone.

Third, our present algorithm intent to logically reorganize the B+ index adaptive to the workload. It is also possible to physically reorganize the B+ index according to the workload. For example, physically moving the index nodes close to the most popular objects will improve the locality and get better performance, and aligning the popular index nodes into the same disk track will avoid the rotational latency[11]. We will further explore the benefit of building workload-aware B+ index by combining the physical characteristics of disks.

Finally, a limitation in our algorithm is that the parameter $\theta$ is somehow empirical. For some $\theta$, the performance might be even worse than the static B+ trees. How to automatically and adaptively tune this parameter remains to be future work.

7 Conclusion

In this paper, we make an initial study on workload-aware B+ trees. Our approach is to reorganize the B+ index via moving up popular objects and accelerating the access to them, thus reaching better average performance. We first design a weight function to indicate the importance of each nodes. With efficient incremental maintenance of these weight information, we reorganize the B+ tree, using a heuristic motivated from nearly optimal binary trees, to shorten the depths of important nodes.

We have done some initial experiments with synthetic request sequences following Zipf-like distributions and time-dependent distributions. For Zipf-like request sequences, our algorithm can get speedups up to 1.3. For time-dependent distributions with strong locality, our algorithm can achieve speedups up to 5. In addition, we also show that our workload-aware B+ tree only brings slight increase in the number of index nodes.

8 Acknowledgment

We would like to thank Dr. Jun Yang and Dr. Jeffrey S. Chase for their helpful suggestions.
References


