found to cause a partial change in the monolayer morphology resulting in some blocked channels that were not completely filled. Unfilled channels (shown as dark in Fig. 3) can be clearly distinguished from filled ones in the SFM phase image due to the difference in their viscoelasticity ${ }^{30}$. This material contrast has been pursued over macroscopic distances moving along the 'attolitre' liquid cavities formed by the channels (a single channel that is 1 cm in length can hold up to four attolitres).

Third, a small droplet of $\mathrm{FeCl}_{3}$ solution was brought onto the structured mica surface and evaporated slowly. The $\mathrm{FeCl}_{3}$ molecules condensing from the vapour phase were selectively adsorbed in the guiding channels, whereas the monolayer stripes were not coated (Fig. 4, top). The SFM images were taken at positions several centimetres away from the droplet. Channels filled with $\mathrm{FeCl}_{3}$ molecules provide a contrast in magnetic force microscopy as shown in Fig. 4, bottom.

This method should not be restricted to a specific adsorbate-andsubstrate pair and may be extended to other rapidly adsorbing amphiphilic molecules and polymers; however, no other distinct adsorbate-and-substrate pair has yet been investigated. The tiniest channels obtained so far with this method are about 100 nm in width corresponding to a channel density of $20,000 \mathrm{~cm}^{-1}$. Such nano-channel arrays over macroscopic areas may find potential applications as chemical or biochemical reaction cavities with attolitre capacity, in analytical separation techniques, and as textured surfaces.
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DNA computing was proposed ${ }^{1}$ as a means of solving a class of intractable computational problems in which the computing time can grow exponentially with problem size (the 'NP-complete' or non-deterministic polynomial time complete problems). The principle of the technique has been demonstrated experimentally for a simple example of the hamiltonian path problem ${ }^{2}$ (in this case, finding an airline flight path between several cities, such that each city is visited only once ${ }^{3}$ ). DNA computational approaches to the solution of other problems have also been investigated ${ }^{4-9}$. One technique ${ }^{10-13}$ involves the immobilization and manipulation of combinatorial mixtures of DNA on a support. A set of DNA molecules encoding all candidate solutions to the computational problem of interest is synthesized and attached to the surface. Successive cycles of hybridization operations and exonuclease digestion are used to identify and eliminate those members of the set that are not solutions. Upon completion of all the multistep cycles, the solution to the computational problem is identified using a polymerase chain reaction to amplify the remaining molecules, which are then hybridized to an addressed array. The advantages of this approach are its scalability and potential to be automated (the use of solid-phase formats simplifies the complex repetitive chemical processes, as has been demonstrated in DNA and protein synthesis ${ }^{14}$ ). Here we report the use of this method to solve a NP-complete problem. We consider a small example of the satisfiability problem (SAT) ${ }^{2}$, in which the values of a set of boolean variables satisfying certain logical constraints are determined.

Our overall strategy for DNA computing on surfaces has been described in detail previously ${ }^{10}$, and consists of six main steps shown diagramatically in Fig. 1. Each step in the process must be reasonably efficient for the overall process to succeed; the development of these steps has been the subject of previous work ${ }^{10-12}$, and may be briefly summarized as follows. Oligonucleotides are synthesized individually, and pooled or arrayed on surfaces as needed. The $5^{\prime}$ thiol-modified oligonucleotides $\left(S_{x} s\right)$ are attached to the surface in an unaddressed fashion; compared to addressed oligonucleotide

[^0]arrays ${ }^{15,16}$, this allows a greater number of different sequences to be deposited per unit area, but necessitates the use of a final 'readout' step to determine the identity of the remaining oligonucleotides once the computation has been performed ${ }^{10}$. Each DNA "word" ${ }^{11}$ consists of 16 nucleotides with the structure $5^{\prime}$-FFFFvvvvvvvvFFFF3 '; the internal eight nucleotides ('v') are variables and encode the information (Table 1); the eight bases labelled ' $F$ ' are fixed 'word labels' that direct DNA hybridization of 16 nucleotide complements to that word in the 'mark' operation. The prototype DNA computer described here uses a single word. SAT computation is done through repeated cycles of 'mark', 'destroy' and 'unmark' operations ${ }^{10}$ (Fig. 1). Finally, determination of the 'answer' to the computational problem of interest is accomplished in a 'readout' operation (see Methods). We note that other investigators have also reported surface-based approaches to DNA computing; indeed, Adleman's first report of DNA computing utilized support chemistry to separate DNA molecules ${ }^{1}$; and more recently, Morimoto et al. ${ }^{17}$ and Yoshida and Suyama ${ }^{18}$ have described solid-phase procedures for DNA computing.

The SAT problem is an NP-complete problem in boolean logic ${ }^{2}$. An instance of the SAT problem consists of a set of boolean logic variables separated by the logical OR operation (denoted by "V"; $u \vee v=0$ if and only if $u=v=0$ ) within clauses, and with the clauses separated by the logical AND operation (denoted by " $\wedge$ "; $u \wedge v=1$ if and only if $u=v=1$ ). The problem is to find whether there are values for the variables that simultaneously satisfy each clause in a given instance of the problem ${ }^{2}$. The specific SAT problem solved here is:

$$
(w \vee x \vee y) \wedge(w \vee \bar{y} \vee z) \wedge(\bar{x} \vee y) \wedge(\bar{w} \vee \bar{y})
$$

and employs four variables $w, x, y$ and $z(\bar{w}, \bar{x}, \bar{y}$ and $\bar{z}$ denote the negation of the variables $w, x, y$ and $z$; thus $\bar{w}=0$ if and only if $w=1$,


Figure 1 Overview of the surface-based approach to DNA computations. A combinatorial set of single-stranded DNA molecules representing all possible solutions to a given computational problem is synthesized ('make') and immobilized ('attach') on a surface via a reactive functional group X. In each of $N$ successive cycles of the DNA computation, subsets of the surface-bound combinatorial mixture are tagged by hybridization to their complements in a 'mark' operation, rendering them double-stranded. After the 'mark' operation, an enzyme (for example, Escherichia coli exonuclease I) is added which destroys surface-bound oligonucleotides present in an unhybridized single-stranded form ('destroy'). The surface is then regenerated by removing all hybridized complements in an 'unmark' operation. Repetitive cycles of 'mark', 'destroy' and 'unmark' operations remove from the surface all strands which do not satisfy the problem. At the end of $N$ cycles, only those strands which are solutions to the problem remain. Their identities are determined in a 'readout' operation by PCR followed by hybridization to an addressed array.
and $\bar{w}=1$ if and only if $w=0$ ). Each of the four variables can be either true (1) or false (0) and thus there are total of $2^{4}$ or 16 candidate solutions. All methods for solving the SAT problem (on any realizable computing device) that have been analysed require a number of steps that grows exponentially with the number of variables. However, algorithms have been developed for conventional computing which substantially decrease the difficulty of the problem compared to a 'brute-force' search through all possible solutions. For example, the best known algorithm for the 3-SAT problem, in which the number of variables per clause is at most 3 , has expected running time bounded by a polynomial time $1.33^{n}$ for large $n$ (ref. 19), a very substantial improvement compared to the $2^{n}$ running time characteristic of the 'brute-force' search. It has recently been shown that such algorithms may also be implemented in DNA computing approaches, including specifically the 3-SAT problem addressed here ${ }^{6,18}$. We show here how 3-SAT may be solved using immobilized DNA molecules and a simple 'brute-force' search strategy; the more complex operations required to execute more sophisticated algorithms are under development.

The surface-bound oligonucleotide sequences utilized were of the form $5^{\prime}-\mathrm{HS}-\mathrm{C}_{6}-\mathrm{T}_{15}$ GCTTvvvvvvvvTTCG-3' $\left(\mathrm{S}_{x} \mathrm{~s}\right)$. The $\mathrm{T}_{15}$ sequence serves as a 'spacer' group to separate the hybridizing sequence from the support ${ }^{20}$, the GCTT and TTCG sequences are the 'word label' used to target hybridization to a particular word ${ }^{11}$, and the $\mathrm{v}_{8}$ sequence is used to encode information. Table 1 shows the 16 octanucleotide sequences used, which were chosen from a previously described set of 108 possible sequences ${ }^{11}$, along with the encoding scheme utilized to represent the possible values of the SAT variables $w, x, y$ and $z$. These surface-bound oligonucleotides, representing all candidate solutions, were synthesized, pooled, and attached to a maleimide-functionalized gold surface in an unaddressed format ${ }^{21,22}$. Each clause of the SAT problem requires one cycle of 'mark', 'destroy' and 'unmark' (Fig. 1), and thus four cycles were employed to solve the example SAT problem above. The goal of the first computational cycle is to destroy all DNA molecules which do not satisfy the first clause ( $w \vee x \vee y$ ). This is achieved by hybridizing to the surface those oligonucleotides that are complementary to the molecules which do satisfy the clause, and then destroying the remaining (unmarked) single-stranded molecules. Only two sequences do not satisfy this clause: namely, those for which $w, x$ and $y$ are set to zero $\left(\mathrm{S}_{0}[0000]\right.$ and $\mathrm{S}_{1}[0001]$, see Table 1). Thus in cycle 1 the complements $\left(\mathrm{C}_{x} \mathrm{~s}\right)$ of the 14 other oligonucleotides $\left(w=1\left(\mathrm{C}_{8}, \mathrm{C}_{9}, \mathrm{C}_{10}, \mathrm{C}_{11}, \mathrm{C}_{12}, \mathrm{C}_{13}, \mathrm{C}_{14}, \mathrm{C}_{15}\right) ; x=1\left(\mathrm{C}_{4}, \mathrm{C}_{5}, \mathrm{C}_{6}, \mathrm{C}_{7}\right.\right.$, $\left.\left.\mathrm{C}_{12}, \mathrm{C}_{13}, \mathrm{C}_{14}, \mathrm{C}_{15}\right) ; y=1\left(\mathrm{C}_{2}, \mathrm{C}_{3}, \mathrm{C}_{6}, \mathrm{C}_{7}, \mathrm{C}_{10}, \mathrm{C}_{11}, \mathrm{C}_{14}, \mathrm{C}_{15}\right)\right)$ were combined and hybridized (in the 'mark' operation) to the surface; after washing, the surface was exposed to Escherichia coli exonuclease I to destroy the unhybridized, single-stranded molecules $\mathrm{S}_{0}$ and $\mathrm{S}_{1}$ (in the 'destroy' operation). The surface was regenerated

## Table 1 Variable sequences and encoding scheme

| Strand | Variable sequence | $w x y z$ |
| :---: | :---: | :---: |
| $\mathrm{S}_{0}$ | CAACCCAA | 0000 |
| $\mathrm{S}_{1}$ | TCTCAGAG | 0001 |
| $\mathrm{S}_{2}$ | GAAGGCAT | 0010 |
| $\mathrm{S}_{3}$ | AGGAATGC | 0011 |
| $\mathrm{S}_{4}$ | ATCGAGCT | 0100 |
| $\mathrm{S}_{5}$ | TTGGACCA | 0101 |
| $\mathrm{S}_{6}$ | ACCATTGG | 0110 |
| $\mathrm{S}_{7}$ | GTTGGGTT | 0111 |
| $\mathrm{S}_{8}$ | CCAAGTTG | 1000 |
| $\mathrm{S}_{9}$ | CAGTTGAC | 1001 |
| $\mathrm{S}_{10}$ | TGGTTTGG | 1010 |
| $\mathrm{S}_{11}$ | GATCCGAT | 1011 |
| $\mathrm{S}_{12}$ | ATATCGCG | 1100 |
| $\mathrm{S}_{13}$ | GGTTCAAC | 1101 |
| $\mathrm{S}_{14}$ | AACCTGGT | 1110 |
| $\mathrm{S}_{15}$ | ACTGGTCA | 1111 |

The 16 strands shown encode 4 bits ( $2^{4}$ ) of information (4 variables: $w, x, y, z$ ). $\mathrm{S}_{x}$ is the 16 -nucleotide DNA sequence 5 ' -GCTTV $\mathrm{V}_{8}$ TTCG-3', where the $\mathrm{v}_{8}$ sequence is shown as the "Variable sequence", above; $C_{x}$ is the 16 -nucleotide complement of the $S_{x}$ sequence.
by the 'unmark' operation to return the remaining surface-bound oligonucleotides $S_{2}-S_{15}$ to single-stranded form. This process was repeated three more times for the remaining three clauses, to yield a surface containing only the solutions to the SAT problem.

In Fig. 2 we show in detail the logic of the DNA computation in each cycle, leading at the end to four types of DNA molecules remaining on the surface. It may be noted that since each clause is tested independently, in some cases complements are added corresponding to surface-bound oligonucleotides that are no longer on the surface, having been destroyed in a previous cycle. Although this entails some redundancy, the independence of clause-testing obtained in this manner increases the computational versatility and power. In the particular SAT problem solved here, each strand is destroyed only once (that is, is targeted in only one of the four computational cycles). The identity of those molecules that correspond to the solutions was determined at the end of the computation by polymerase chain reaction (PCR) amplification and hybridization to an addressed array. The results are shown in Fig. 3, presented both as a fluorescence image and in histogram form.

The four spots with high fluorescence intensity in Fig. 3 correspond to the four expected solutions to the computational problem posed. The DNA sequences identified in the 'readout' step via addressed array hybridization were: $S_{3}, S_{7}, S_{8}$ and $S_{9}$ (Fig. 3). Their variable sequences are AGGAATGC, GTTGGGTT, CCAAGTTG,


Strands destroyed in the cycle $\quad \square$ Strands remaining at end of cycle
Figure 2 Four cycles of SAT computation. For each cycle of the computation, the number of strands destroyed in that cycle of the computation and the number of strands remaining on the surface at the end of the cycle are indicated on the left. The identities of the destroyed and remaining strands are shown in the progression of the computation in schematic form: in each cycle of computation one of the four clauses is tested by applying the 'mark' operation to only the oligonucleotides that satisfy that clause. For example, in cycle 1 , applying the 'mark' operation to $\mathrm{S}_{2}-\mathrm{S}_{15}$ (leaving $\mathrm{S}_{0}$ and $\mathrm{S}_{1}$ unmarked) protects all the surface-bound oligonucleotides for which $w$ or $x$ or $y$ has a value of 1 . A similar procedure is applied in each of the three subsequent cycles for clauses $2-4$, respectively. In each cycle, strands indicated in the shaded boxes are destroyed using the single-strand specific E. coli exonuclease I, while strands indicated in the non-shaded boxes are protected by their complements. The strands remaining in the non-shaded boxes at the end of the process are the solutions to the computational problem.
and CAGTTGAC (Table 1), corresponding to the truth assignments of $(w=0, x=0, y=1$, and $z=1),(w=0, x=1, y=1$, and $z=1)$, ( $w=1, x=0, y=0$, and $z=0$ ), and ( $w=1, x=0, y=0$, and $z=1)$. For example, the assignment ( $w=0, x=0, y=1$, and $z=1$ ) satisfies the SAT problem solved here in that $y=1$ satisfies the first clause ( $w \vee x \vee y$ ), $z=1$ satisfies the second clause $(w \vee \bar{y} \vee z)$, either $x=0$ or $y=1$ makes the third clause $(\bar{x} \vee y)$ true, and $w=0$ satisfies the last clause ( $\bar{w} \vee \bar{y}$ ). The signal intensities for the spots corresponding to the correct solutions were 10 to 777 times greater than those corresponding to incorrect solutions, making discrimination between correct and incorrect solutions to the problem straightforward. We now consider the issues which need to be addressed for scaling of the approach to substantially larger problems.

Each step in the above-described DNA computing process is chemically complex and subject to error. For example, in the 'mark' operation, the nature of chemical reaction kinetics ensures that the hybridization-driven formation of duplex structures on the surface will be incomplete, and hence some surface-immobilized DNA molecules encoding correct answers to the clause in question will not form duplexes; these molecules will then be subject to unwanted destruction during the 'destroy' (exonuclease digestion) step, degrading signal during the computational process. Conversely, mismatch hybridization to incorrect sequences present on the surface may protect them inappropriately from destruction, leading to background signal corresponding to incorrect solutions to the problem.

In addition, the destruction of single-stranded DNA molecules on the surface by $E$. coli exonuclease I is not perfect. Approximately $94 \%$ of unmarked single-stranded immobilized DNA molecules can be removed by the exonuclease digestion reaction ${ }^{11}$. This means that about $6 \%$ of the unwanted (incorrect) DNA molecules will remain on the surface after a 'destroy' operation, giving rise to false positive


Figure 3 Three-dimensional plot and histogram of the fluorescence intensities on a 16 element addressed array used for 'readout'. a, Fluorescence profile (right) with the surface-bound oligonucleotide locations (left). b, The fluorescence intensity histogram. The three-dimensional plot in a was generated using NIH Image version 1.61 software (National Institutes of Health, Bethesda, Maryland; http://rsb.info.nih.gov/nih-image/ download.html). r.f.u., relative fluorescence units.
signals. A more fundamental issue with the 'destroy' operation presented here is that it is incompatible with a multiple-word encoding strategy; work is in progress to develop an alternative 'destroy' operation for this purpose.

These errors in the 'mark' and 'destroy' operations also affect the 'readout' process. We have found it to be very difficult to uniformly amplify a population of DNA molecules, even ones as tightly constrained as the set employed here for DNA computing ${ }^{23}$ (data not shown). Small amounts of unwanted oligonucleotides, if amplified preferentially compared to desired species present initially at higher concentration, can yield aberrant results. Although the GC content was held constant for the set of DNA molecules used in this work, variations in the position of GC pairs within the sequence can affect the formation of secondary structures that influence the efficiency of PCR amplification. Betaine is known to preferentially destabilize GC base pairs ${ }^{24}$. The use of betaine here resulted in a more uniform amplification of the mixture of DNA templates ${ }^{25}$. Nonetheless, substantial optimization and experimentation with the PCR conditions were required to obtain the results shown here, and it is likely that this would become increasingly difficult with larger problems. This is fundamentally a reflection of the intrinsically nonlinear nature of the PCR amplification process ${ }^{26}$; an alternative method of amplification which is linear in nature is under investigation ${ }^{27}$.

This intrinsically error-prone nature of the DNA computing process, however, does not rule out its operational practicality. The fundamental operations of conventional computing are also prone to error at the device level, and there is a rich body of knowledge on algorithmic solutions to these issues which could be adapted to the DNA computing process ${ }^{28}$. Methods for handling errors in DNA computations have been reported ${ }^{29,30}$. Experimental determination of error rates in surface-based DNA computing could provide the information necessary to develop error models and algorithmic methods to control errors in computations.

The surface approach described here was designed to permit scale-up to larger problems. For example, the use of six tandem words on the surface (for a total oligomer length of $16 \times 6=96$ nucleotides, within the range of current oligonucleotide synthesis capabilities), and 64 different octanucleotide sequences ${ }^{11}$ to encode information in each of the words ( 6 bits per word), corresponds to a search space containing approximately $6.9 \times 10^{10}$ candidate solutions ( $2^{36}$; that is, a 36 -bit DNA computer).

The number of 'mark' and 'destroy' operations required to solve the problem grows polynomially with the number of variables ${ }^{13}$, in contrast to the search space which grows exponentially. Thus a 36bit DNA computer would not look a great deal different from the 4bit computer described here. The biggest practical issue (apart from those mentioned above) is the synthesis and handling of large numbers of oligonucleotides ( 1,536 oligonucleotides would be needed to carry out the 'mark' and readout' operations for a 6word, 6 bits per word, DNA computer of this type; see Methods). Instrumentation to synthesize and handle such large numbers of oligonucleotides is available (ABI 3948 Nucleic Acid Synthesis and Purification System (Perkin Elmer); also see refs 15 and 16). Specialized problems might require far fewer oligonucleotides than this (see Methods).

## Methods

## PCR amplification for 'readout'.

56-mer PCR templates were synthesized with the following structure:

5'-tatttttgagcagtggctccCGAAvvvvvvvvvAAGCtagctatctacaagattcag-3'
where the lower-case sequences are the two primers, the upper-case sequences are fixed word labels, and the eight bases labelled ' $v$ ' are complements of the variable regions shown in Table 1.

For PCR amplification and addressed array hybridization 'readout', the template(s) used in PCR amplification were collected from the computation chip (that is, the non-
addressed array surface which had undergone repetitive computation operations) as follows: upon completion of each computation cycle (including 'mark', 'destroy', 'unmark'), the coverslip (computation chip) was exposed to a mixture of all 16 complementary DNA strands (each containing two 20 -mer primer sequences as indicated above) for 1.5 h for hybridization. The coverslip was then washed; all hybridized complements were melted off and collected by assembling the coverslip in a GeneAmp In Situ PCR System 1000 (Perkin Elmer) containing $100 \mu \mathrm{l}$ of de-ionized water, and heating at $95^{\circ} \mathrm{C}$ for 10 min . The collected template(s) were then amplified using biotinylated and fluorescently tagged PCR primers as follows:

$$
5^{\prime} \text {-biotin-ctgaatcttgtagatagcta-3' } \quad 5^{\prime} \text {-FAM-tattttgagcagtggctcc-3' }
$$

The amplification reaction ( $100 \mu \mathrm{l}$ ) contained 10 mM Tris- $\mathrm{HCl}(\mathrm{pH} 8.3), 50 \mathrm{mM} \mathrm{KCl}$, $3 \mathrm{mM} \mathrm{MgCl} 2,0.2 \mathrm{mM}$ each dATP, dCTP, dTTP and dGTP, $1 \mu \mathrm{M}$ of each primer, 1 M betaine, and 5 units of AmpliTaq DNA polymerase (Perkin Elmer). In addition, 10 fmol of a 56 -mer oligonucleotide identical in structure to that shown above, but containing in the variable region the non-complementary 8 -mer sequence GAGACTCT, was included in the reactions. The function of this was to help equalize the amount of material that could be amplified in the various $\operatorname{PCR}$ reactions performed. This was found to reduce artefacts due to amplification of trace amounts of templates present in the reactions, a source of background in the 'readout' operation. PCR was performed in an PTC-200 Peltier Thermal Cycler (MJ Research, Inc.) using 25 cycles. The PCR mixture was first held at $95^{\circ} \mathrm{C}$ for 1 min , followed by cycles of $95^{\circ} \mathrm{C}$ for $30 \mathrm{~s}, 40^{\circ} \mathrm{C}$ for 20 s and $60^{\circ} \mathrm{C}$ for 1 min .

## Hybridization to addressed array for 'readout'.

The DNA addressed array was prepared by methods similar to those described in ref. 31. Briefly, a gold-coated coverslip was immersed in a 0.5 mM ethanolic solution of $n$ octadecylmercaptan overnight, followed by photopatterning of the surface using an aluminium mask consisting of $1.5-\mathrm{mm}$-diameter holes with 3 mm centre-to-centre spacing. The coverslip was then immersed in 1 mM ethanolic 11-mercaptoundecanoic acid for 1 h , followed by electrostatic adsorption of a poly-L-lysine monolayer, which was maleimide-activated as described previously ${ }^{21}$.
PCR amplification of the products of the DNA computing process yields doublestranded 56-mers with one strand biotinylated, and the other strand fluorescein-labelled. Before addressed array readout, these double-stranded PCR products were strandseparated using streptavidin-coupled magnetic beads (Dynabeads M-280, Dynal Prod. No. 112.05, 112.06 Protocol, 1997, Dynal Inc.). After strand separation, the fluorescently labelled PCR products were resuspended in hybridization buffer (HB; 2XSSPE/0.2\%SDS), applied to the 16 -spot addressed array and allowed to hybridize for 1.5 h at room temperature. The addressed array coverslip was washed twice in HB, 5 min per wash, followed by immersion in a beaker of HB at $37^{\circ} \mathrm{C}$ for 20 min . The coverslip was then scanned using a Molecular Dynamics FluorImager 575.

## Number of oligonucleotides required for scale-up.

The oligonucleotides employed for a general purpose multiple word DNA computer of the type employed here are of two types: (1) multiple word combinatorial mixtures, thiolmodified to permit surface attachment when preparing the unaddressed surface on which the computation is performed, and (2) single word individual oligonucleotides, either thiol-modified for surface attachment when preparing addressed 'readout' arrays ( $\mathrm{S}_{x} \mathrm{~s}$ ), unmodified for use in the 'mark' operation $\left(\mathrm{C}_{x} s\right)$, or with PCR-primer sequences appended for use in the 'readout' operation ( $\mathrm{C}_{x} s$ with appended PCR-primer sequences). Thus a total of four sets of oligonucleotides must be synthesized. Although (as described in the text) the number of distinct oligonucleotides present in the combinatorial mixtures can be very large, a much smaller set of distinct oligonucleotide synthesis procedures is required to prepare them using split-and-pool methodology ${ }^{32,33}$; this is given by the product of the number of different oligonucleotide sequences per word and the number of words. In the 36 -bit example provided above, this corresponds to $64 \times 6=384$ oligonucleotide syntheses. The number of individual oligonucleotides required for the three sets of $\mathrm{S}_{x} s$ and $\mathrm{C}_{x} s$ is given by the same product, for a total of $384 \times 4=1,536$; when solving a 3-SAT, in any given cycle (corresponding to a single clause) the number of $\mathrm{C}_{x} \mathrm{~s}$ required for the 'mark' operation is at most $(64 / 2) \times 3=96$.
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# Evidence for enhanced mixing over rough topography in the abyssal ocean 

J. R. Ledwell, E. T. Montgomery, K. L. Polzin, L. C. St. Laurent, R. W. Schmitt \& J. M. Toole
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The overturning circulation of the ocean plays an important role in modulating the Earth's climate. But whereas the mechanisms for the vertical transport of water into the deep ocean-deep water formation at high latitudes-and horizontal transport in ocean currents have been largely identified, it is not clear how the


Figure 1 Tracer distribution. a, 14 months after release; $\mathbf{b}, 26$ months after release. The red bars labelled 'INJ' mark the release site of the tracer. The contours denote the column integral of $\mathrm{SF}_{6}$ (in $\mathrm{nmol} \mathrm{m}{ }^{-2}$ ) and colours denote bottom depth. The tracer mapping procedure did not take the bathymetry into account, and hence the meridional distribution in the east in a appears broader than the valleys where the stations are located and which actually hold most of the tracer. The bathymetry is from Smith and Sandwell ${ }^{16}$. The stations are shown as white dots; those with stars are used for the sections in Fig. 2. Southerly latitude and westerly longitude are shown negative.
compensating vertical transport of water from the depths to the surface is accomplished. Turbulent mixing across surfaces of constant density is the only viable mechanism for reducing the density of the water and enabling it to rise. However, measurements of the internal wave field, the main source of energy for mixing, and of turbulent dissipation rates, have typically implied diffusivities across surfaces of equal density of only $\sim 0.1 \mathrm{~cm}^{2} \mathrm{~s}^{-1}$, too small to account for the return flow. Here we report measurements of tracer dispersion and turbulent energy dissipation in the Brazil basin that reveal diffusivities of $2-4 \mathrm{~cm}^{2} \mathrm{~s}^{-1}$ at a depth of 500 m above abyssal hills on the flank of the Mid-Atlantic Ridge, and approximately $10 \mathrm{~cm}^{2} \mathrm{~s}^{-1}$ nearer the bottom. This amount of mixing, probably driven by breaking internal waves that are generated by tidal currents flowing over the rough bathymetry, may be large enough to close the buoyancy budget for the Brazil basin and suggests a mechanism for closing the global overturning circulation.

Our study was conducted in the abyssal Brazil basin where deep upwelling can be inferred from measurements of net inflow of dense water ${ }^{4,5}$. In 1996 we surveyed turbulent microstructure and internal wave fine-structure across the basin, and released 110 kg of sulphur hexafluoride above one of the zonal valleys on the western flank of the Mid-Atlantic Ridge ${ }^{6}$ (Fig. 1). The microstructure data showed diapycnal mixing to be very low over the smooth parts of the Brazil
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