Algorithms
Professor John Reif

ALG 2.2
Sear ch Algorithms

(a) Binary Search: average case

(b) Binary Search with Errors
(homework)

(c) Interpolation Search

(d) Unbounded Search

Main Reading Selections:
CLR, Chapter 13

Auxillary Reading Selections:
AHU-Design, 4.1 and 4.5

AHU-Data, Sections5.1and 5.1
BB, Sections4.3 and 8.4.3
Handout: " An Almost Optimal
Algorithm for Unbounded
. Sear ching”

Binary Search Trees

(in sorted Tableof) keys k... k

Binary Search Tree property:
at each node x
V y nodes on left
subtree of x

V' z nodes on right
subtree of x

key (x) > key(y)

key (x) < key(2)

left right
subtree subtree




Assume
(1) keysinserted into treein random order

(2) Search with all keys equally likely successful sear ch:

expected #comparisons C = 1+(I/n)
length = # of edges 4

n + 1 = number of leaves UEC
= @©+1)|/n
internal path length | i=0 i

= sum of lengths of all internal pathsof length > 1
(from root to nonleaves)

external path length E unsuccessful search:

?ff‘gnrq f;éﬁgtlgz\?;?” SREATEY [Pl expected #comparisions

= +2n C =E/(n+1) =(1+2n)/(n+1)
. =(n C_+n)/(n+1)

n-1
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2 In(n)
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Model of
Random I nput over Reals

input
Set S of n keys each

independently randomly chosen over
real interval [L,U] for O<L <U

oper ations : _
- comparison operations

-LJ.r1 operations

input
set of n keys, Srandomly chosen over [L,U]

algorithm
BUCKET-SORT(S):

results
(1) sort in O(n) expected time

(2) selection in O(loglogn) expected time

egin ] ) .
for i=1 to n do B[i] « empty list

n(x;-L)
1(U-1)

+1

fori =1 tondo addxitoB

for i=1to n dosort (B[i])

output B[1] - B[2] - B[n]
end




Theorem

The expected time T of BUCKET- SORT
is 0(n)

upper bounded by a Binomial

Random Search Table
X = (x0 <X, <. <X <xn+1)
wher e Xy veeer X random reals chosen

independently from real interval (x0 : xn+1)

Binomial distribution




Algorithm Random Table
INTERPOLATION-SEARCH (X,Y) X = (X, X, 1oy X, X

n n+1)

[1] initialize k<—rnp1 comment k :rE(k*)1

- _ Algorithm
e Xk - Y then return K pseudo inter polation search (X,Y)
3]if X <Y then
[ ] Kk [O] k(—r pn-l wher e p = (Y-XO)/(xn+l_X0)

output INTERPOLATION-SEARCH (X',Y)

[1]ifY =X then returnk

where X' = (Xk Xn+1) K
[4] else X >Y and " [2]if Y>X then
output INTERPOLATION-SEARCH (X,Y) . k+\/ﬁ, k+2\/ﬁ .
where X = K e 0 50 if Y<X. . then exitwith

k'+/n
output pseudo interpolation search (X',Y)

where X' = (Xk' xk'+JF)
Tricky Analysis! [3] elseif Y <X then

for k' =k, k-Jn, k-2Jn ...

0 1 k k n n+1 rkl_‘/ﬂ

output pseudo interpolation search (X",Y)

where X" = (Xk._ﬁ Xk')




pn+/n pn+2n
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Probabilistic Analysis of Psuedo
| nterpolation Search

k*is Binomial with mean pn
variance o¢2 =p(1-p)n

S
SO k - pn approximates normal as n—ee
(o)

.
Hence Prob (k—'ﬂz Z) <Y (9lZ
o

2
where ¥(Z2)=_€
J on
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So Prob( =i probesused in given call)
<Prob(lk - 'pnl > (i-2)J/n)

<¥(2)/Z

here 7 =(=20Yn _ _(i-2) 5 50 5
where Z - m> (i-2)

since p(1-p) s%
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Lemma

C<2.03 where

C = expected number of probes in given call

pr oof

Theorem
Pseudo I nterpolation Search

pr oof

T(n) <C + T(Jn)

<C loglogn

14




Probabilistic Analysis of
| nterpolation Search

pr oof

Prob(lk - 'pn' [ 20(J/nlogn)) <

where ais constant

o
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Theorem

The expected number of comparisons of
Inter polation Search is

T(n) <loglogn + cl(loglogl ogn)2

pr oof

T(n) 31{(1— %Q)T(O(\/nlogn ))+QJ
n(l

2
<1+l oglog(vnl ogn)+cll ogl ogl og(ynlogn)+o(1)

<1+l og(% | 09”) + ¢, (loglogl ogn)®

< loglogn + cl(logl oglogn)2 since log2=1

16




Unbounded Sear ch

input table X[1], X[2], ...

wherefor j =1,2,...

0
X[i] = _
1

Applications

unbounded Search Problem
find nsuch that X[n-1] =0and X[n]=1

Cost for algorithm A:

Ca (n)=m if algorithm A uses
m evaluationsto deter mine that
n isthe solution to the
unbounded sear ch problem
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(1) TableLook-up in an ordered, infinitetable
(2) binary encoding of integers

if S representsinteger n,
then §, is not aprefix of any S, n #]

{S;,S,. ..} called aprefix set

idea: use Sn = (bl’ bz""’ bCA(n))

where b =1
m
if the m'th evaluation of Xis 1

in algorithm A for unbounded search
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’ Unary Search Algorithm

Algorithm  Bg

try X[1], X[2] ,..., until X[n] = 1

Cost CB WKL
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Binary Search Algorithm

st stage try X[2i—1] for i=1,2
until X[2"-1]1=1

(cost m = logn + 1 where 2"t <n <2™1)

2nd stage binary search over 2™ " elements

cost log(2™ ") =m-1 = logn,

Total Cost Cy (n) = ZLI ogn + 1
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Double Binary Search

1 m
1st stage try X, o (2 '1)_11 XI 5 (2 l-l)] = il

’ _ "
where m, LIognJ 1

(cost is CBl(ml) =2 LI ogm,  + 1)

2nd stage same as 2nd stage of B
after m was found.

Cost CBO(n) =m-1= LI ogn

Total Cost CBq(n) = CBl(ml) + CBO(n)

=2 LI 0g (Ll ogn+1)J+1) + LI ogn,
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+
LIogm1J 1

ml(n) = LIogmOJ +1

/
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Bk

ml(n):LI ogmg+1

mj(n):LIogm j'1J+ 1

(M) - m_ (m*(2m,-1)

=YL '(n)+L () +1

(where L' (n) =m(n) - 1)




9(0) = 2
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