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#### Abstract

This paper investigates the problem of time-optimum movement planning in two and three dimensions for a point robot which has bounded control velocity through a set of $n$ polygonal regions of given translational flow velocities. This intriguing geometric problem has immediate applications to macro-scale motion planning for ships, submarines and airplanes in the presence of significant flows of water or air. Also, it is a central motion planning problem for many of the meso-scale and micro-scale robots that recently have been constructed, that have environments with significant flows that affect their movement. In spite of these applications, there is very little literature on this problem, and prior work provided neither an upper bound on its computational complexity nor even a decision algorithm. It can easily be seen that an optimum path for the $2 \mathcal{D}$ version of this problem can consist of at least an exponential number of distinct segments through flow regions. We provide the first known computational complexity hardness result for the $3 \mathcal{D}$ version of this problem; we show the problem is PSPACE hard. We give the first known decision algorithm for the $2 \mathcal{D}$ flow path problem, but this decision algorithm has very high computational complexity. We also give the first known efficient approximation algorithms with bounded error.


## 1 Introduction

### 1.1 Formulation of the Problem and Motivation

We assume that the problem is given as a polyhedral decomposition of a two or three dimensional space, where each region $r$ defined by the polyhedral decomposition has an assigned translational flow defined by a vector $\overrightarrow{f_{r}}$. Each region $r$ is also associated with a non-negative real number $b_{r}$ giving the maximum Euclidean norm of the control velocity that the robot can apply within $r$. In particular, if the robot is traveling on the shared boundary between two regions, it can be considered as traveling inside either region, whichever is more favorable; the robot can always move by an infinitesimal distance into that region, and then travel inside that region along the boundary before eventually moving back onto the boundary. We define $\rho_{r}$ to be the ratio between $b_{r}$ and $\left|\overrightarrow{f_{r}}\right|$.

The robot is considered to be a point with a given initial position and also a given final position to be reached by the robot. At time $\tau=0$, the point robot is at the given initial position point. Within each region $r$, the robot can apply, at each time $\tau \geq 0$ and in any direction, a translational control velocity vector $\overrightarrow{v(\tau)}$ of bounded Euclidean norm $|\overline{v(\tau)}| \leq b_{r}$. However, the actual velocity
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Figure 1: Composite velocity
of the robot at time $\tau$ is given by the sum $\overrightarrow{v(\tau)}+\overrightarrow{f_{r}}$ of its control velocity vector $\overrightarrow{v(\tau)}$ and the translational flow velocity $\overrightarrow{f_{r}}$ of region $r$, as shown by Figure 1 .

The flow path optimization problem is to find an optimum path of movement of the point robot from the initial position to the final position with minimum time duration. The flow path decision problem is to determine if the flow path optimization problem has time $\tau_{0}$ for a given rational number $\tau_{0}>0$.

In an extreme example, where $b_{r}=0$ at each region $r$, the movement of the robot is simply a sequence of translations provided by each region's flow, and the problem reduces to the prediction of the path of the robot in the presence of overwhelming flow velocities where the robot has no control of movement. In an another extreme example, where $\left|\overrightarrow{f_{r}}\right|=0$ for each region $r$, this problem reduces to the usual weighted region optimum path problem through regions of given translational velocities.

In our investigation of the computational complexity of this problem, we assume that the polygonal decomposition of input problem has $n$ regions, and that the input problem is specified with a total of $n^{O(1)}$ bits: in particular, for some constant $c \geq 1$, we assume that we are given the following within cn bits:

- the positions of the boundaries of these regions;
- the initial and final positions of the robot;
- the flow velocity and bounding velocity of the robot within each region.

This flow path problem has a number of macro-scale movement planning applications (where the size of the robot is about one centimeter or above):

- the problem of moving a ship on the surface of an ocean or river through regions where the surface currents have known flow velocity;
- the problem of moving a submarine through regions where the underwater currents have known flow velocity;
- the problem of moving an aircraft through regions where the air currents have known flow velocity.

The flow path problem becomes particularly relevant to these practical problems in the cases where the object to be moved is under autonomous control, and where the flow velocities are
significant to require careful motion planning. This is an increasing occurrence as new robotic devices are developed that are of a rapidly decreasing size, and hence these meso and micro-scale robots can be strongly influenced by the local flows in their environment.

### 1.2 Previous Work and Our Results

Papadakis and Perakis [12, 13] previously gave heuristic algorithms for related problems such as for minimal time vessel routing in ocean currents. Sellen [21] studied the optimum route problem for a sailboat in a single region with multiple obstacles, where the velocity is a continuous function of sailing direction. There seems not to have been much other previous research on this problem, but there is considerable previous research on related movement problems.

Reif [15] provided the first PSPACE hardness result for a robotic motion planning problem, and Schwartz and Sharir [20] gave motion planning algorithms using the theory of real closed fields (Canny [4]). Reif and Sharir [16] gave algorithms and computational complexity lower bound results for robotic motion with moving obstacles (also see Wilfong [25]). Reif and Sun [19] showed that robotic motion planning in the presence of friction is undecidable.

Canny and Reif [5] showed the $3 \mathcal{D}$ shortest path problem with polygonal obstacles is NP hard, and Reif and Storer [17] applied the theory of real closed fields to give a decision algorithm for this problem. The reference [10] surveys work on various $2 \mathcal{D}$ and $3 \mathcal{D}$ minimal cost path problems, including a variety of approximation algorithms for the weighted region optimum path problem given by Mitchell and Papadimitriou [11], Mata and Mitchell [9], Lanthier et al. [7], Aleksandrov et al. [1]. More recent works include Reif and Sun [18, 22, 23], and Aleksandrov et al. [2, 3] for the weighted region optimum path problem, as well as Sun and Reif [24], and Lanthier et al. [8] for the anisotropic optimum path problem.

One common approach for approximately solving these minimal cost path problems is to discretize the continuous geometric space by inserting discrete points (called Steiner points) on boundary edges. This approach has been applied to the $3 \mathcal{D}$ Euclidean shortest path problem ([14]), the weighted region optimum path problem ( $[7,1,2,18,22,23]$ ), as well as the anisotropic optimum path problem ([8, 24]). In particular, Aleksandrov et al. [1, 2] proposed a logarithmic discretization scheme to compute an $\epsilon$-good approximate optimum path (a path whose cost is no more than $(1+\epsilon)$ times that of an optimum path) for the weighted region optimal path problem.

In Section 1, we have defined and motivated the flow path problem, and stated our results. In Section 2, we provide some preliminary results on the geometry of optimum paths for flow path problems. In Section 3 we give a simple example where the $2 \mathcal{D}$ version of the flow path problem consists of an exponential number of distinct segments through flow regions. In that section, we also provide a proof that the $3 \mathcal{D}$ version of the flow path problem is PSPACE hard, which is the first known hardness result for the computational complexity of this problem. In Section 4, we provide the first known decision algorithm for the $2 \mathcal{D}$ flow path problem. This decision algorithm is of theoretical interest only, but is proved by a rather interesting and unique inductive argument that repeatedly makes use of root separation bounds derived from the theory of real closed fields. In Section 5, we provide the first known approximation algorithm for the $2 \mathcal{D}$ flow path problem, which is efficient for any given bounded error. In Section 6, we conclude the paper with some open problems.

## 2 Preliminaries

We first state some relevant properties of optimum paths for path planning problems within regions of translational flows:

Proposition 1 An optimum path is a simple path: it does not self-intersect.
Proposition 2 For any two points $u$ and $u^{\prime}$ in a flow region $r$, the face-wise optimum path connecting $u$ and $u^{\prime}$ is a straight-line path with a control velocity of fixed direction and fixed maximum modulus $b_{r}$, as shown in Figure 2.


Figure 2: Face-wise optimum path is straight-line segment

The face-wise optimum path from $u$ to $u^{\prime}$ is the path that takes the robot the minimum time among all paths that lie entirely inside $r$. It directly follows Proposition 2 that each optimum path in regions with flows is piecewise linear.

We now state the following two lemmas (refer to Figure 2) for 2D flow path problems. We will apply them to develop approximation and decision algorithms.

Lemma 1 Let $r=\triangle A B C$ be a region with flow $\overrightarrow{f_{r}}$ and let $\beta=\angle B A C$, as shown in Figure 3. Let $u$ be a point on $\overline{A B}$ with distance $d$ to $A$ and $u^{\prime}$ be a point on $\overline{A C}$ with distance $d^{\prime}$ to $A$. Let $\alpha$ be the angle between $\overline{B A}$ and $\overrightarrow{f_{r}}$ and let $\theta$ be the angle between $\overrightarrow{u u^{\prime}}$ and $\overline{B A}$. Then the face-wise optimum path from $u$ to $u^{\prime}$ can be achieved by the point robot adopting a velocity with maximum magnitude and an angle of $\Phi=\arcsin \left(\frac{\sin (\alpha-\theta)}{\rho_{r}}\right)$ from $\overline{u u^{\prime}}$. Further, the cost $\tau$ of this path is $\frac{l^{2}}{b_{r}\left(\sqrt{\left.l^{2}-T_{1}^{2}+T_{2}\right)}\right.}$, where $l=\left|\overline{u u^{\prime}}\right|=\sqrt{d^{2}+d^{\prime 2}-2 d d^{\prime} \cos \beta}, T_{1}=\left(d \sin \alpha-d^{\prime} \sin (\alpha+\beta)\right) / \rho_{r}$ and $T_{2}=\left(d \cos \alpha-d^{\prime} \cos (\alpha+\beta)\right) / \rho_{r}$.

Proof By Proposition 2, to go from $u$ to $u^{\prime}$ within region $r$ with the minimum time, the robot need to take a control velocity $\overrightarrow{v_{r}}$ with a magnitude of $b_{r}$. Referring to Figure 2, we can draw a "virtual triangle" $\triangle u u^{\prime} u^{\prime \prime}$ such that: $\angle u^{\prime \prime} u u^{\prime}=\alpha-\theta, \overline{u u^{\prime \prime}}=\tau\left(u, u^{\prime}\right) \cdot\left|\overrightarrow{f_{r}}\right|$ and $\overline{u^{\prime \prime} u^{\prime}}=\tau\left(u, u^{\prime}\right) \cdot b_{r}$. That is,

- $\overline{u u^{\prime \prime}}$ is the vector robot travels being carried by the flow;
- $\overline{u^{\prime \prime} u^{\prime}}$ is the vector robot travels by its own control velocity $\overrightarrow{v_{r}}$ within region $r$;
- $\overline{u u^{\prime}}$ is the composite vector of its movement.

By applying "Law of Sines" on this triangle, we have

$$
\begin{equation*}
\frac{\sin \left(\angle u^{\prime \prime} u^{\prime} u\right)}{\sin \left(\angle u^{\prime \prime} u u^{\prime}\right)}=\frac{\mid \overrightarrow{u u^{\prime \prime} \mid}}{\mid \overrightarrow{u^{\prime \prime} u^{\prime} \mid}}=\frac{\left|\overrightarrow{\vec{f}_{r}}\right|}{b_{r}}=\frac{1}{\rho_{r}} \tag{1}
\end{equation*}
$$



Figure 3: Computing $\tau\left(u, u^{\prime}\right)$

Note that there are two possible values for $\angle u^{\prime \prime} u^{\prime} u$. However, since the smaller $\angle u^{\prime \prime} u^{\prime} u$ is, the smaller $\tau\left(u, u^{\prime}\right)$ is, we will take $\phi=\angle u^{\prime \prime} u^{\prime} u=\arcsin \left(\frac{\sin (\alpha-\theta)}{\rho_{r}}\right)$.

To determine $\tau\left(u, u^{\prime}\right)$, we first need to evaluate $l=\left|\overline{u u^{\prime}}\right|$. By applying "Law of Cosines" on triangle $\triangle u^{\prime} u A$ we have

$$
\left|\overline{u u^{\prime}}\right|^{2}=|\overline{u A}|^{2}+\left|\overline{u^{\prime} A}\right|^{2}-2 \cos \left(\angle u A u^{\prime}\right) \cdot|\overline{u A}| \cdot\left|\overline{u^{\prime} A}\right|,
$$

and hence

$$
\begin{equation*}
l=\sqrt{d^{2}+d^{\prime 2}-2 d d^{\prime} \cos \beta} . \tag{2}
\end{equation*}
$$

Here $\beta$ is a constant but $d$ and $d^{\prime}$ change as $u$ and $u^{\prime}$ change.
To determine $\theta$, we apply "Law of Sines" on this triangle and get

$$
\frac{\sin \left(\angle u^{\prime} u A\right)}{\left|\overline{u^{\prime} A}\right|}=\frac{\sin \left(\angle u^{\prime} A u\right)}{\left|\overline{u u^{\prime}}\right|} .
$$

Therefore, we have

$$
\begin{equation*}
\sin \theta=\frac{d^{\prime} \cdot \sin \beta}{l} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos \theta=\frac{d-d^{\prime} \cos \beta}{l} . \tag{4}
\end{equation*}
$$

For $\triangle u u^{\prime} u^{\prime \prime}$, we can use "Law of Sines" to get the following equations:

$$
\begin{align*}
& \frac{\sin \left(\angle u^{\prime \prime} u u^{\prime}\right)}{\left|\overline{u^{\prime \prime} u^{\prime}}\right|}=\frac{\sin \left(\angle u^{\prime \prime} u^{\prime} u\right)}{\left|\overline{u u^{\prime \prime}}\right|}  \tag{5}\\
& \frac{\sin \left(\angle u^{\prime \prime} u u^{\prime}\right)}{\mid \overline{u^{\prime \prime} u^{\prime} \mid}}=\frac{\sin \left(\angle u u^{\prime \prime} u^{\prime}\right)}{\left|\overline{u u^{\prime}}\right|} \tag{6}
\end{align*}
$$

Therefore, we have

$$
\begin{equation*}
\sin \phi=\sin \left(\angle u^{\prime \prime} u^{\prime} u\right)=\frac{\sin (\alpha-\theta)}{\rho_{r}} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos \phi=\cos \left(\angle u^{\prime \prime} u^{\prime} u\right)=\sqrt{1-\frac{\sin ^{2}(\alpha-\theta)}{\rho_{r}^{2}}} \tag{8}
\end{equation*}
$$

By applying "Law of Sines" on $\triangle u^{\prime \prime} u u^{\prime}$ one more time, we have and thus

$$
\begin{aligned}
\tau\left(u, u^{\prime}\right) & =\frac{\mid \overline{u^{\prime \prime} u^{\prime} \mid}}{b_{r}} \\
& =\frac{\sin (\alpha-\theta) \cdot l}{\sin \left(\angle u u^{\prime \prime} u^{\prime}\right) \cdot b_{r}} \\
& =\frac{\sin (\alpha-\theta) \cdot l}{\sin (\pi-(\alpha-\theta+\phi)) \cdot b_{r}} \\
& =\frac{\sin (\alpha-\theta) \cdot l}{b_{r}(\sin (\alpha-\theta) \cos \phi+\sin \phi \cos (\alpha-\theta))} \\
& =\frac{l}{b_{r}(\cos \phi+\sin \phi \cos (\alpha-\theta) / \sin (\alpha-\theta))} \\
& =\frac{l}{b_{r}\left(\cos \phi+\cos (\alpha-\theta) / \rho_{r}\right)} \\
& =\frac{l^{2}}{b_{r}\left(l \cos \phi+l \cos (\alpha-\theta) / \rho_{r}\right)}
\end{aligned}
$$

To represent $\tau\left(u, u^{\prime}\right)$ by constants and variables $d$ and $d^{\prime}$, we first need to represent $\cos (\alpha-\theta)$ and $\sin (\alpha-\theta)$ by constants and variables $d, d^{\prime}$. This can be done by expanding $\cos (\alpha-\theta)$ and $\sin (\alpha-\theta)$ and then replacing terms of $\sin \theta$ and $\cos \theta$ by right-hand side of Equation 3 and 4 respectively. Now we have

$$
\begin{equation*}
\sin (\alpha-\theta)=\frac{d \sin \alpha-d^{\prime} \sin (\alpha+\beta)}{l} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos (\alpha-\theta)=\frac{d \cos \alpha-d^{\prime} \cos (\alpha+\beta)}{l} \tag{10}
\end{equation*}
$$

Let $T_{1}=\left(d \sin \alpha-d^{\prime} \sin (\alpha+\beta)\right) / \rho_{r}$ and $T_{2}=\left(d \cos \alpha-d^{\prime} \cos (\alpha+\beta)\right) / \rho_{r}$. By applying Equation 8, 9 and 10 we have

$$
\begin{equation*}
\tau\left(u, u^{\prime}\right)=\frac{l^{2}}{b_{r}\left(\sqrt{l^{2}-T_{1}^{2}}+T_{2}\right)} \tag{11}
\end{equation*}
$$

This finishes the proof.

## 3 Lower Bound Results

In this section we provide some lower bound results for flow path problems.

### 3.1 Exponential Size of $2 \mathcal{D}$ Optimum Path

First we give a simple construction of an instance of $2 \mathcal{D}$ flow path problem where the optimum path contains an exponential number of distinct straight-line segments.

Theorem 1 In the $2 \mathcal{D}$ flow path problem with $O(1)$ regions and with flow rates specified by $N$ bits, the optimum path can consist of at least $\Omega\left(2^{N}\right)$ distinct straight-line segments through flow regions.

Proof Refer to Figure 4. We construct a flow path problem where there are four unit square flow regions on the plane, each bordering the origin, and with unit magnitude flows that force a point robot with control velocity magnitude $2^{-N}$ starting at the source point $s$, which is very close to the
origin, to spiral an exponential number of times around the origin before reaching the destination point $(1,0)$.

In particular, for $i=0,1,2,3$, define angle $\theta_{i}=i \pi / 2+\pi / 4$ and let the $i$ th flow region be a unit square centered at point $\left(\frac{\sqrt{2}}{2} \cos \left(\theta_{i}\right), \frac{\sqrt{2}}{2} \sin \left(\theta_{i}\right)\right)$, with unit flow direction $\theta_{i}+\pi / 2$. Thus the concatenation of the flows of the four squares run in counterclockwise fashion around the origin. Starting at the origin, the goal point $(1,0)$ can only be reached by an exponential number of cycles by the point robot around the origin, where on each cycle the point can get an additional distance $c 2^{-N}$ further from the origin, for a fixed constant $c>0$.


Figure 4: Optimum path may have $\Omega\left(2^{N}\right)$ segments

### 3.2 A PSPACE Hardness Result for 3D Flow Path Problem

Next we prove that the $3 \mathcal{D}$ flow path problem is PSPACE hard with respect to log-space reduction. We need to show that, for a polynomial space Turing Machine $M$ with given binary input of length $n$, we can construct an instance of the $3 \mathcal{D}$ flow path problem with polynomial number of bits such that $M$ accepts the input iff there is a path connecting the source point and the destination point with a time cost no more than $T$, for some $T>0$.

For any input $\omega$ of a polynomial space Turing Machine $M$, we can construct an input $\omega^{\prime}$ of an equivalent linear space Turing Machine $M^{\prime}$ by "padding" a polynomial number of empty characters to $\omega$. For example, if $M$ accepts an input only in $n^{c_{1}}$ space, we can construct $\omega^{\prime}$ by adding $\left(n^{c_{1}}-n\right)$ empty characters to the end of $\omega$, such that $M^{\prime}$ accepts $\omega^{\prime}$ in linear space iff $M$ accepts $\omega$ in $n^{c_{1}}$ space. Therefore, we assume without loss of generality that $M$ accepts inputs in linear space. Further, we assume that $M$ accepts inputs only in $2^{c n}$ steps of computation, for some constant $c \geq 1$.

We use a construction given by Canny and Reif [5] in their proof of the NP hardness of the $3 \mathcal{D}$ Euclidean shortest path problem. Given a Boolean formula with a list of $N$ variables $X$, they construct a system of a polynomial number of obstacles of polynomial size description to simulate this formula; for a distinguished source point $s$, a distinguished destination point $t$, as well as an intended path length $L$, there is a path of distance $\leq L$ between $s$ and $t$ avoiding these obstacles iff the formula is satisfiable.

For our proof, we use a system of this type that simulates a Boolean formula encoding the transition function of $M$. A robot will start at a specified source point and go through this system multiple times, each time simulating a single step of computation by $M$. With the introduction of flows into this system, each time the robot will take less than $\frac{T}{2^{c n}}$ time, for some $T>0$, to go through the system if it follows a legal path, that is, a path corresponding to a transition of M's configuration by one step of computation. Therefore, as long as $M$ accepts the input in $2^{c n}$ steps of computation, the robot will be able to reach a specified destination point in $T$ time. On contrary, the robot will either take more than $T$ time or even get trapped in the system if it ever takes an illegal path.

### 3.2.1 Canny and Reif's NP Hardness proof for 3D Euclidean shortest path problem



Figure 5: Canny and Reif's NP-hard construction

Canny and Reif's construction consists of three parts, as shown in Figure 5. The first part will generate by path splitting $2^{N}$ equal-length path classes, each of which encodes a possible variable assignment $A$ of $X$ and is denoted by $p_{A}$. For a distinguished obstacle segment $e$, each path class $p_{A}$ connects $s$ and a point $v_{A}$ on $e$. The second part will extend each path class $p_{A}$ to connect $v_{A}$ to a point $v_{A}^{\prime}$ on another obstacle segment $e^{\prime}$. The third part will merge the $2^{N}$ path classes to a single path, which eventually leads to $t$. Each path class $p_{A}$ will have length no more than $L$ if $A$
encodes a satisfying assignment. Otherwise, $p_{A}$ will be "stretched" by a significant amount so that its Euclidean length will be more than $L$.

The construction uses three types of substructures: i) path splitter, which doubles the number of path classes by splitting them; ii) path shuffler, which performs a perfect shuffle of path classes; and iii) literal filter, which filters for those paths that have a particular bit equal to zero or one in their encoding. Each substructure consists of a number of plates with $\epsilon$ width and spacing, each of which may contain one or two slits with $\epsilon$ width. Using path shufflers and literal filters, they construct clause filters each of which filters for those paths whose encodings satisfy a particular clause of the 3-SAT formula. (For details of the construction and usage of each substructure, please refer to [5].)

### 3.2.2 Adding flows to the substructures

Our proof technique differs from that of [5] in that, while they filter out path classes encoding non-satisfiable assignments by stretching them, we achieve so by forcing these path classes into a trap by overwhelming flow force so that they will never reach the destination point. At the same time, we also provide an overwhelming force along each path class encoding a satisfiable assignment so that the time cost of such path class will be extremely small.

Accordingly, we need to modify the substructures used in [5] by defining flows and control velocities. For the free space inside each slit, which is a rectangular volume with height and width of $\epsilon$ and length of $l_{s l i t}$, we define the modulus of control velocity of the point robot to be unit. The modulus of the control velocity is defined to be 0 everywhere else, either within the free space contained within the set of obstacles (not including slits), or inside the obstacles.

For each path splitter, we add strong flows each with modulus of $f$ on top of the first plate, between the first and second plates, and between the second and third plates, as shown in Figure 6. If four path classes (denoted by $p_{1}, p_{2}, p_{3}$, and $p_{4}$ ) come into a path splitter through Slit $S_{\text {in }}$ of Plate 1, they can choose to go left or right (without loss of optimality) in the space between Plate 1 and Plate 2, and cross Plate 2 through either Slit $S_{1}$ or Slit $S_{2}$. Either way, the path classes will move in the same direction in the space between Plate 2 and Plate 3, and eventually cross Plate 3 through Slit $S_{\text {out }}$. As a result, we will have eight path classes ( $p_{1}^{\prime}, p_{2}^{\prime}, p_{3}^{\prime}, p_{4}^{\prime}, p_{1}^{\prime \prime}, p_{2}^{\prime \prime}, p_{3}^{\prime \prime}$, and $p_{4}^{\prime \prime}$ ), who have sub-paths of the same length inside this path splitter. If $l_{\text {splitter }}$ is the Euclidean length of each path class inside the path splitter, it will take $l_{\text {splitter }} / f+O(\epsilon)$ time to pass through the path splitter. (Recall that the point robot needs to pass through $O(1)$ slits of $\epsilon$ size with a unit control velocity.)

Similarly, we can add strong flows with the same modulus $f$ to each path shuffler so that it also has a similar property.

For each literal filter, we will add a strong flow with modulus $f$ so that every path whose encoding has a zero (one) in a specified bit will pass through the literal filter in $l_{\text {filter }} / f+O(\epsilon)$ time, as shown in Figure 7. Here $l_{\text {filter }}$ is the Euclidean distance traveled by each such path. We will also add a "bucket" to trap all the paths whose encodings have a one (zero, respectively) in the specified bit. If the robot comes from any of these paths, it will be pushed by the strong flow into the bucket. Since the robot has no control velocity in this region, it will never be able to leave the literal filter.

### 3.2.3 The proof

Now we are ready to prove the following theorem:
Theorem 2 The $3 \mathcal{D}$ flow path problem is PSPACE hard with respect to log-space reduction.


Figure 6: Path splitter with flows


Figure 7: Path filter to trap paths having $b_{n-1}=1$

We define a Boolean formula $\operatorname{NEXT}\left(X, X^{\prime}\right)$ of $2 N$ variables, where $N=c n+c^{\prime}$ for some $c^{\prime}=O(1)$. Here $X\left(X^{\prime}\right.$, respectively) is a list of $N$ Boolean variables such that each assignment $A$ ( $A^{\prime}$, respectively) of $X\left(X^{\prime}\right.$, respectively) encodes a configuration $\mathcal{C}(A)\left(\mathcal{C}\left(A^{\prime}\right)\right.$, respectively) of $M$. For assignment $\left(A, A^{\prime}\right)$ of $\left(X, X^{\prime}\right), \operatorname{NEXT}\left(A, A^{\prime}\right)$ is true iff $\mathcal{C}(A)$ and $\mathcal{C}\left(A^{\prime}\right)$ are valid configurations of $M$ and $\mathcal{C}\left(A^{\prime}\right)$ is reachable from $\mathcal{C}(A)$ by one step of computation by $M$. Let $m$ be the number of clauses of $\operatorname{NEXT}\left(X, X^{\prime}\right)$ in the 3-SAT formula.

We apply the second part of Canny and Reif [5] construction to form a set of $3 \mathcal{D}$ obstacles of polynomial size $f(n, m)$ with two distinguished obstacle segments $e, e^{\prime}$. Note that instead we will use our "flowed" version of substructures described above. For any two boolean assignments $A$ and $A^{\prime}$, there is a point $v_{A, A^{\prime}}$ on edge $e$ and another point $v_{A, A^{\prime}}^{\prime}$ on $e^{\prime}$. The Canny and Reif construction [5] ensures that point $v_{A, A^{\prime}}^{\prime}$ of segment $e^{\prime}$ is reachable from point $v_{A, A^{\prime}}$ of segment $e$ in (Euclidean) distance at most $L^{\prime}$ if $\operatorname{NEXT}\left(A, A^{\prime}\right)$ is true (and hence the configuration of $M$ may change from $\mathcal{C}(A)$ to $\mathcal{C}\left(A^{\prime}\right)$ in one step of computation).

With the addition of flows, a path that encodes a satisfying assignment will go from the point $v_{A, A^{\prime}}$ of segment $e$ to $v_{A, A^{\prime}}^{\prime}$ of segment $e^{\prime}$ in $O\left(L^{\prime} / f+c^{\prime \prime} \cdot \epsilon\right)$ time. Here $c^{\prime \prime}=O(f(n, m))$ is the number of slits a path will pass through. Also, each path that does not encode a satisfying assignment will be trapped in one of the literal filters will never reach $v_{A, A^{\prime}}^{\prime}$.

Next we construct an obstacle segment $e_{1}$ that contains $2^{N}$ points, each of which encodes an assignment $A$ of $X$ and is denoted by $v_{A}$. We insert a number of path splitters between $e_{1}$ and $e$ so that each point $v_{A}$ on $e_{1}$ is connected with $v_{A, A^{\prime}}$ on $e$ by a path $p_{A, A^{\prime}}^{\prime}$ for each assignment $A^{\prime}$ of $X^{\prime}$. Similarly, we provide for an obstacle segment $e_{1}^{\prime}$ such that each point $v_{A^{\prime}}$ on $e_{1}^{\prime}$ is connected with $v_{A, A^{\prime}}$ on $e$ by a path $p_{A, A^{\prime}}^{\prime \prime}$.


Figure 8: PSPACE construction

Finally, we provide for a translational "ribbon" that connects points of $e_{1}^{\prime}$ back again to corresponding points of $e_{1}$. The ribbon consists of a sequence of connected rectangular flow strips each with a flow of modulus $f$ along the ribbon. Then the time of the point robot of move via this ribbon from a point $v_{A^{\prime}}^{\prime}$ of $e_{1}^{\prime}$ to $v_{A^{\prime}}$ of $e_{1}$ is at most $l_{\text {ribbon }} / f$, where $l_{\text {ribbon }}$ is the Euclidean length of the ribbon. We also define the modulus of the control velocity to be 0 inside the ribbon so that the point robot will not be allowed to move between points on $e_{1}$ and $e_{1}^{\prime}$ that represent different configurations.

Therefore, during each cycle, if the robot starts at point $v_{A}$ on edge $e_{1}$, at the end it will reach point $v_{A^{\prime}}$ on the same edge iff there is one step of computation that will bring $M$ from configuration $A$ to configuration $A^{\prime}$. The purpose of this ribbon is to allow each of the single step transitions of the Turing machine to be repeated without changing the encoding of configurations.

Furthermore, we define the source point of the point robot to be a point $v_{A_{0}}$ of $e_{1}$ such that $A_{0}$ encodes the initial configuration of machine $M$, and we define the destination point of the point robot to be a point $v_{A_{f}}^{\prime}$ of $e_{1}^{\prime}$ such that $A_{f}$ encodes the accepting configuration of machine $M$.

We first assume that $M$ has an accepting computation. By our assumption, $M$ accepts the input in $2^{c n}$ steps. Therefore, it follows that there exists a path of time duration no more than $T=2^{c n} \cdot\left(\left(L^{\prime}+l_{\text {ribbon }}\right) / f+c^{\prime \prime} \cdot \epsilon\right)$ for the point robot to move between the source and destination points. If we choose $\epsilon \leq l_{\text {slit }} /\left(c^{\prime \prime} \cdot 2^{2 c n+c^{\prime}+2}\right)$ and $f \geq 2^{2 c n+c^{\prime}+2} \cdot\left(l_{\text {ribbon }}+L^{\prime}\right) / l_{\text {slit }}$, we have $T \leq l_{\text {slit }} / 2^{c n+c^{\prime}+1}$.

Next we examine the case when $M$ does not have an accepting computation of $2^{c n}$ steps. The only way a point robot can avoid being "trapped" inside one of the literal filters is to "cheat" by moving from one path class to another. The point robot can achieve such switching only inside one of the slits since the modulus of the control velocity is 0 everywhere else. As there are $N=c n+c^{\prime}$ boolean variables, the number of path classes is $2^{c n+c^{\prime}}$ and therefore the spacing between path classes in each slit is $l_{\text {slit }} / 2^{c n+c^{\prime}}$. Moving with a unit control velocity, it will at least take the point robot $l_{s l i t} / 2^{c n+c^{\prime}}$ time to switch from one path class to another, and therefore the total time duration of such a path is more than $T^{\prime}=l_{s l i t} / 2^{c n+c^{\prime}}$.

It concludes that $M$ has an accepting computation using polynomial space iff the flow path problem has a path of time duration $T=l_{s l i t} / 2^{c n+c^{\prime}+1}$.

We still have to show that the transformation from an instance of the computation of $M$ to an instance of the $3 \mathcal{D}$ flow path problem can be computed in log space; that is, there exists another deterministic Turing Machine $M^{\prime}$ such that, given the description of $M$ (including its tape alphabet and transition function) along with an input $\omega, M^{\prime}$ can construct an instance of the $3 \mathcal{D}$ flow path problem using an auxiliary tape of $O(\log n)$ size. The construction described above uses a polynomial number of obstacles, each defined with polynomial number of bits. Further, the flow in each region can be defined with polynomial number of bits, as well as the positions of the source and destination points. Hence, the instance of flow path problem we use to simulate $M$ can be specified by polynomial number of bits. A Turing Machine $M^{\prime}$ could "write" the specifications of these obstacles one by one, each time producing a single number of polynomial size. Since arithmetic computations of numbers of polynomial size can be carried out in $\log$ space, $M^{\prime}$ will just need an auxiliary tape of $\log$ size in addition to the input and output tapes.

This finishes the proof of Theorem 2.

## 4 A Decision Algorithm for the $2 \mathcal{D}$ Flow Path Problem

Here we develop a decision algorithm for the $2 \mathcal{D}$ flow path problem of size $O(n)$ with coefficients each of which has $O(n)$ bits. We can assume, without loss of generality, that all flow regions are
triangles.
Lemma 1 implies the following lemma:
Lemma 2 Let $s_{r}\left(d, d^{\prime}\right)$ be an optimum path segment for the robot within a convex flow region $r$ that begins at a distance d along a boundary edge $e_{1}$ of $r$, and ends at a distance $d^{\prime}$ along a boundary edge $e_{2}$ of $r$. Then there is a formula $F\left(t, x, x^{\prime}\right)$ of the existential theory of real closed fields (with free variables $t, x, x^{\prime}$ and involving only a constant number of other variables; furthermore with a constant number of terms and with constant rational coefficients of at most $O(n)$ size), such that $F\left(\tau, d, d^{\prime}\right)$ is true iff $s_{r}\left(d, d^{\prime}\right)$ has time duration $\tau$.

The existential theory of real closed fields is the logical system consisting of existentially quantified formulas, whose variables range over the real numbers, and whose formulas are constructed of inequalities of rational forms (these rational forms are arithmetic expressions involving these real variables and fixed rational constants which may be added and multiplied together) and the usual Boolean logical connectives AND, OR, NOT. Collins [6] gave a decision procedure for the existential theory of real closed fields that was improved by Canny [4] to run in polynomial space:

Lemma 3 Given a formula of the existential theory of real closed fields of length $n$, the formula can be decided in $n^{O(1)}$ space and $2^{O(n)}$ time, and the existentially quantified variables can be determined, up to exponential bit precision, within this computational complexity.

Collins [6] proved a useful Lemma as a byproduct of his decision procedure:
Lemma 4 If the solution of a formula of length $n$ in the existential theory of real closed fields is not the zero vector $\mathbf{0}$, then it is of modulus at least $2^{-2^{c n}}$, for some constant $c>0$.

Now consider an optimum path $S\left(d, d^{\prime}\right)$ for the robot that begins at a distance $d$ along a boundary edge $e$ of a flow region $r$, and ends at a distance $d^{\prime}$ along the same boundary edge $e$ of $r$, and does not visit any points of $e$ between these, but may pass through $f$ (where $f$ counts the repetitions) other flow regions. Then $S\left(d, d^{\prime}\right)$ consists of at most $O(f)$ straight-line segments, through flow regions. By Lemma 2, we have:

Lemma 5 There is a formula $F^{\prime}\left(t, x, x^{\prime}\right)$ of the existential theory of real closed fields (with free variables $t, x, x^{\prime}$ and involving only $O(f)$ other variables, and with $O\left(n^{2}\right)$ terms, and with constant rational coefficients of at most $O(n)$ size $)$, such that $F^{\prime}\left(\tau, d, d^{\prime}\right)$ is true iff $S\left(d, d^{\prime}\right)$ has time duration $\tau$.

We define a hierarchy of paths that have a recursive structural characterization. We will use the term structural complexity, which should not be confused with the usual notion of computational complexity. Intuitively, structural complexity provides bound on the structure of the way paths crosses regions. Let a path have structural complexity 0 if it visits no flow region boundary edge more than once, except possibly at the start and final points of the path. Let a path $p$ have structural complexity $k$ if it does not have structural complexity $<k$ and $p=q_{0} p_{1} q_{1} \ldots, p_{h} q_{h}$ where each $p_{i}$ is a path that passes through only one flow region, and each $q_{i}$ is a path of structural complexity $<k$ that begins and ends at the same flow region boundary edge. The following can be proved by induction on the number of distinct flow edges:

Proposition 3 The maximum structural complexity number of an optimum path in any $2 \mathcal{D}$ flow path problem with $n$ triangular flow regions is at most $n^{O(1)}$.

We will derive, for any optimum path of structural complexity 0 , a finite bound on the number of straight-line segments through flow regions. Consider an optimum path $S\left(d, d^{\prime}\right)$ of structural complexity 0 that begins and ends at a distance $d, d^{\prime}$ respectively along a flow region boundary edge $e$ of a flow region $r$. Applying Lemma 4 to Lemmas 2 and 5, we have: either $d=d^{\prime}$ or $\left|d^{\prime}-d\right| \geq 2^{-2^{c n}}$, for some constant $c>0$. This implies:

Lemma 6 Any optimum path of structural complexity 0 between two points consists of at most $2^{2^{O(n)}}$ straight-line segments through flow regions.

In the following, let $E_{0}(n)=n$ and for $k>0$, let $E_{k}(n)=2^{E_{k-1}(n)}$.
Now suppose as an inductive assumption that, for some $k \geq 0$, any optimum path of structural complexity $k^{\prime}<k$ between two points consists of at most $E_{2 k^{\prime}}(O(n))$ straight-line segments through flow regions. Applying Lemma 5, we can construct an existentially quantified formula of the theory of real closed fields with $E_{2 k^{\prime}}(O(n))$ variables, which is true iff there is an optimum path of structural complexity $k^{\prime}$ and of length $\tau$ between the initial and final points.

Consider an optimum path $S\left(d, d^{\prime}\right)$ of structural complexity $k$ that begins and ends at a distance $d, d^{\prime}$ respectively along a flow region boundary edge $e$ of a flow region $r$. Recall that since $S\left(d, d^{\prime}\right)$ has structural complexity $k$, it can be decomposed as $q_{0} p_{1} q_{1} \ldots, p_{h} q_{h}$ where each $p_{i}$ is a path that passes through only one flow region, and each $q_{i}$ is a path of structural complexity $<k$ that begins and ends at the same flow region boundary edge. Applying again Lemma 4 to Lemmas 2 and 5, we now have: either $d=d^{\prime}$ or $\left|d^{\prime}-d\right| \geq 2^{-2^{O\left(E_{2(k-1)}(O(n))\right)}} \geq 1 / E_{2 k}(O(n))$. Hence we have that:

Lemma 7 Any optimum path of structural complexity $k$ between two points consists of at most $E_{2 k}(O(n))$ straight-line segments through flow regions.

Then applying the Canny [4] decision procedure (Lemma 3), we have that there is an algorithm that decides, within $E_{2 k}(O(n))$ space and $2^{O\left(E_{2 k}(O(n))\right.}$ time, the $2 \mathcal{D}$ flow path problem for optimum paths of structural complexity $k$. By Proposition 3 (which bounds the structural complexity number of an optimum path to be $n^{O(1)}$ ), we have one of our main results:

Theorem 3 There is an algorithm, with $E_{2 k}(O(n))$ space and $2^{O\left(E_{2 k}(O(n))\right)}$ time cost, for the $2 \mathcal{D}$ flow path decision problem of size $n$, where $k \leq n^{O(1)}$ is the minimum structural complexity of an optimum path.

## 5 An Efficient $\epsilon$-Approximation Algorithm

### 5.1 Approximating Optimum Paths by Discretization

The significance of the above algorithm is that the problem is decidable, but its complexity is far too high for practical implementation. A natural strategy to approximately solve the $2 \mathcal{D}$ flow path problem is to discretize the polygonal decomposition of the $2 \mathcal{D}$ space by inserting Steiner points on boundary edges. A directed discrete graph $\mathcal{G}$ is then constructed by interconnecting each pair of Steiner points or vertices on the boundary of the same region. Each directed edge ( $u_{1}, u_{2}$ ) connecting Steiner point (or vertex) $u_{1}$ to $u_{2}$ is assigned a weight that is equal to $\tau\left(u_{1}, u_{2}\right)$. A discrete search algorithm can be used to find a shortest path from the given source point $s$ to the destination point $t$ in $\mathcal{G}$. This shortest path can be used to approximate a "true" optimum path in the original continuous space.

The basic discretization scheme is to place $m$ Steiner points uniformly on each boundary edge, for some positive integer $m$. In $\mathcal{G}$ there will be $O(n m)$ points and $O\left(n m^{2}\right)$ edges and thus the time
complexity of Dijkstra's algorithm is $O\left(n m^{2}+n m \log (n m)\right)$. Using the BUSHWHACK algorithm proposed by Sun and Reif (see ([22]), the optimum path in $\mathcal{G}$ can be computed in $O(n m \log (n m)$ ) time without visiting all edges. This scheme is easy to implement; however, it does not guarantee any relative (multiplicative) error bound of the approximation.

To compute an $\epsilon$-good approximate optimum path from $s$ to $t$ for a given error tolerance $\epsilon$, we can adopt a logarithmic discretization scheme similar to the one used by Aleksandrov et al. for the weighted region optimum path problem [1, 2]. The discretization scheme assumes that $\rho_{r}>1$ for any region $r$.

We first introduce some notations. Throughout this section, we assume that $u$ is a point on a boundary edge of a region. We let $\tau_{\text {min }}(u)$ be the minimum cost of traveling (in either direction) along a straight-line path between $u$ and any point on an boundary edge not incident to $u$. For any boundary edge $e$, we let $u_{e}$ denote the point on boundary edge $e$ with maximum $\tau_{\min }(u)$. We define $b_{e}$ to be the lesser of the maximum composite velocities of the robot traveling in either directions on $e$. For any vertex $v$, we use $R_{v}$ to give a lower-bound on the cost of traveling (in any possible path) between $v$ and any point on an boundary edge not incident to $v$.

For any boundary edge $e=\overline{v_{1} v_{2}}, u_{e}$ divides edge $e$ into two segments $\overline{v_{1} u_{e}}$ and $\overline{v_{2} u_{e}}$, as shown in Figure 9. In the following we describe the placement of Steiner points $u_{i, 1}, u_{i, 2}, \cdots, u_{i, k}$ on each segment $\overline{v_{i} u_{e}}$ for $i=1,2$. The first Steiner point $u_{i, 1}$ is placed on segment $\overline{v_{i} u_{e}}$ with distance $b_{e} R_{v_{i}} \epsilon$ to vertex $v_{i}$. The subsequent Steiner point $u_{i, j}$ is placed between $u_{i, j-1}$ and $u_{e}$ with a distance $\epsilon b_{e} \tau_{\min }\left(u_{i, j-1}\right)$ to $u_{i, j-1}$. We continue adding Steiner points until no more Steiner point can be added on $\overline{v_{i} u_{e}}$. That is, if $u_{i, j}$ is the last Steiner point added, no more Steiner point is inserted on segment $\overline{v_{i} u_{e}}$ if $\left|\overline{v_{i} u_{i, j}}\right|+\epsilon b_{e} \tau_{\min }\left(u_{i, j}\right) \geq\left|\overline{v_{i} u_{e}}\right|$. Finally, we add $u_{e}$ as a Steiner point on $e$.


Figure 9: Adding Steiner points on boundary edge

Observe that, by this discretization scheme, instead of placing Steiner points with even spacing, we place Steiner points with a higher density in portions of $e$ closer to the endpoints than in portions closer to $u_{e}$, with the only exception that we do not place any Steiner point in the vertex vicinities $\overline{v_{1} u_{1,1}}$ and $\overline{v_{2} u_{2,1}}$. The intuition is that, roughly speaking, if an optimum segment (a segment of an optimum path) crosses $e$ at a point close to $u_{e}$, the segment will be relatively long. Therefore, it is always possible to find an approximate segment (a segment connecting two Steiner points) that "neighbors" the optimum segment; further, the cost of this approximate segment is no more than $(1+\epsilon)$ times that of the cost of optimum segment. By substituting every optimum segment of an
optimum path by an approximate segment, we will be able to construct a discrete path whose cost is no more than $(1+\epsilon)$ times that of the optimum path.

Once the Steiner points are chosen, we can again construct a weighted directed graph $\mathcal{G}_{\epsilon}$ and then apply either the Dijkstra's algorithm or the BUSHWHACK algorithm to compute a shortest path from $s$ to $t$ in $\mathcal{G}_{\epsilon}$, and use this path to approximate a true optimum path in the original polygonal decomposition.

In the rest of this section, we will give an upper bound on the size of the discretization generated, as well as prove that this discretization indeed contains $\epsilon$-good approximate optimum paths.

### 5.2 Bounding the Size of the Discretization

We first establish several lemmas on some properties of the parameters used for constructing the discretization.

Let $r$ be a triangular region with boundary edges $e, e^{\prime}$, and $e^{\prime \prime}$, and let $u$ be an internal point on $e$, as shown in Figure 10. We denote $\inf \left\{\tau(u, q) \mid q \in e^{\prime}\right\}$ and $\inf \left\{\tau(q, u) \mid q \in e^{\prime}\right\}$ by $\tau_{\text {min }}\left(u, e^{\prime}\right)$ and $\tau_{\min }\left(e^{\prime}, u\right)$, respectively. Let $u_{\min }\left(u, e^{\prime}\right)\left(u_{\min }\left(e^{\prime}, u\right)\right.$, respectively) be the point on $e^{\prime}$ such that $\tau\left(u, u_{\min }\left(u, e^{\prime}\right)\right)=\tau_{\min }\left(u, e^{\prime}\right)\left(\tau\left(u_{\min }\left(e^{\prime}, u\right), u\right)=\tau_{\min }\left(e^{\prime}, u\right)\right.$, respectively). Further, we denote $\min \left\{\tau_{\min }\left(u, e^{\prime}\right), \tau_{\min }\left(u, e^{\prime \prime}\right)\right\}$ and $\min \left\{\tau_{\min }\left(e^{\prime}, u\right), \tau_{\min }\left(e^{\prime \prime}, u\right)\right\}$ by $\tau_{\min }(u, r)$ and $\tau_{\min }(r, u)$, respectively, and define $u_{\min }(u, r)$ and $u_{\min }(r, u)$ accordingly. Therefore,

$$
\tau_{\min }(u)=\min \left\{\tau_{\min }(u, r), \tau_{\min }(r, u), \tau_{\min }\left(u, r^{\prime}\right), \tau_{\min }\left(r^{\prime}, u\right)\right\},
$$

where $r^{\prime}$ is the other flow region incident to $e$.
If $u$ is a vertex of a region, we can define the above notations in an analogous manner. The difference is that in this case $u$ may have more than two incident regions, and for each region there is only one boundary edge "facing" $u$.

The next two lemmas show that $u_{\min }\left(u, e^{\prime}\right), \tau_{\min }\left(u, e^{\prime}\right), u_{\min }\left(e^{\prime}, u\right)$, and $\tau_{\min }\left(e^{\prime}, u\right)$ (and hence $\tau_{\min }(u)$ and $\left.u_{e}\right)$ all can be determined in constant time.


Figure 10: Points with minimum distance to/from $u$

Lemma 8 Let $d^{\prime \prime}=\left(d \cdot\left(\sin \alpha+\rho_{r} \cdot \cos \beta\right)\right) /\left(\sin (\alpha+\beta)+\rho_{r}\right)$, where $d, \alpha, \beta, \rho_{r}, b_{r}$ and $\overrightarrow{f_{r}}$ are defined as previously.
i) if $0 \leq d^{\prime \prime} \leq|\overline{A C}|: \quad u_{\text {min }}(u, \overline{A C})$ is the point with distance $d^{\prime \prime}$ from $A$ on $\overline{A C}$ and $\tau_{\min }(u, \overline{A C})=$ $(d \cdot \sin \beta) /\left(\left|\overrightarrow{f_{r}}\right| \cdot\left(\sin (\alpha+\beta)+\rho_{r}\right)\right)$;
ii) if $d^{\prime \prime}<0$ : $\quad u_{\text {min }}(u, \overline{A C})=A$ and $\tau_{\text {min }}(u, \overline{A C})=\tau(u, A)$;
iii) if $d^{\prime \prime}>|\overline{A C}|: \quad u_{\min }(u, \overline{A C})=C$ and $\tau_{\min }(u, \overline{A C})=\tau(u, C)$.

Proof Refer to Figure 11.a. Let $u^{\prime}$ be the point on line $\overline{A C}$ (not necessarily between $A$ and $C$ ) with property that $\angle u^{\prime \prime} u^{\prime} A=\pi / 2$. It is obvious that $u_{\min }(u, \overline{A C})=u^{\prime}$ if $u^{\prime}$ is between $A$ and $C$. Here $u^{\prime \prime}$ is defined the same way as in the proof of Lemma 1.

(a) Minimum cost from $u$ to a boundary edge

(b) Minimum cost from a boundary edge to $u$

Figure 11: Computing $\tau\left(u, e^{\prime}\right)$ and $\tau\left(e^{\prime}, u\right)$

Let $\gamma=\angle u^{\prime \prime} A u$. Applying "Law of Sines" on $\triangle u^{\prime \prime} u^{\prime} A$ and $\triangle u^{\prime \prime} u A$, we have the following equations:

$$
\begin{align*}
\frac{\sin \alpha}{\mid \overline{A u^{\prime \prime}}} & =\frac{\sin \gamma}{\left|\overline{u u^{\prime \prime}}\right|},  \tag{12}\\
\left|\overline{u^{\prime} u^{\prime \prime}}\right| & =\sin (\beta-\gamma) \cdot\left|\overline{A u^{\prime \prime}}\right| . \tag{13}
\end{align*}
$$

Replacing $\left|\overline{u^{\prime} u^{\prime \prime}}\right|$ by $\sin (\beta-\gamma) \cdot\left|\overline{A u^{\prime \prime}}\right|$ in Equation 12 and considering the fact that $\rho_{r} \cdot\left|\overline{u u^{\prime \prime}}\right|=$ $\left|\overline{u^{\prime \prime} u^{\prime}}\right|$, we get

$$
\begin{equation*}
\gamma=\arctan \left(\frac{\sin \beta}{\frac{\rho_{r}}{\sin \alpha}+\cos \beta}\right) \tag{14}
\end{equation*}
$$

Therefore, we can determine $\left|\overline{A u^{\prime}}\right|,\left|\overline{u^{\prime} u^{\prime \prime}}\right|$ and $\left|\overline{u u^{\prime \prime}}\right|$ as the following:

$$
\begin{align*}
\left|\overline{u u^{\prime \prime}}\right| & =\frac{\sin \gamma \cdot|\overline{A u}|}{\sin (\alpha+\gamma)}=\frac{\sin \beta \cdot d}{\sin (\alpha+\beta)+\rho_{r}},  \tag{15}\\
\left|\overline{u^{\prime} u^{\prime \prime}}\right| & =\rho_{r} \cdot\left|\overline{u u^{\prime \prime}}\right|=\frac{\rho_{r} \cdot \sin \beta \cdot d}{\sin (\alpha+\beta)+\rho_{r}},  \tag{16}\\
\left|\overline{A u^{\prime}}\right| & =\frac{\left|\overline{u^{\prime} u^{\prime \prime}}\right|}{\tan (\beta-\gamma)}=\frac{d \cdot\left(\sin \alpha+\rho_{r} \cdot \cos \beta\right)}{\sin (\alpha+\beta)+\rho_{r}} . \tag{17}
\end{align*}
$$

Here again $d$ is the distance from $u$ to $A$.
$\left|\overline{A u^{\prime}}\right|$ represents the distance from $A$ to $u^{\prime}$ along the direction of ray $\overline{A C}$. If $u^{\prime}$ is on boundary edge $\overline{A C}$, i.e., $0 \leq\left|\overline{A u^{\prime}}\right| \leq|\overline{A C}|, u_{\min }(u, \overline{A C})=u^{\prime}$ and $\tau_{\min }(u, \overline{A C})=\frac{\left|\overrightarrow{u u^{\prime \prime}}\right|}{\left|\overrightarrow{f_{r}}\right|}=\frac{d \cdot \sin \beta}{\left|\overrightarrow{f_{r}}\right| \cdot\left(\sin (\alpha+\beta)+\rho_{r}\right)}$. If $\left|\overline{A u^{\prime}}\right|<0, u_{\min }(u, \overline{A C})=A$ and $\tau_{\min }(u, \overline{A C})=\tau(u, A)$; if $\left|\overline{A u^{\prime}}\right|>|\overline{A C}|, u_{\text {min }}(u, \overline{A C})=C$ and $\tau_{\text {min }}(u, \overline{A C})=\tau(u, C)$.

Lemma 9 Let $d^{\prime \prime}=\left(d \cdot\left(\rho_{r} \cdot \cos \beta-\sin \alpha\right)\right) /\left(\rho_{r}-\sin (\alpha+\beta)\right)$.
i) if $0 \leq d^{\prime \prime} \leq|\overline{A C}|: \quad u_{\min }(\overline{A C}, u)$ is the point with distance $d^{\prime \prime}$ from $A$ on $\overline{A C}$ and $\tau_{\min }(\overline{A C}, u)=$ $(d \cdot \sin \beta) /\left(\left|\overrightarrow{f_{r}}\right| \cdot\left(\rho_{r}-\sin (\alpha+\beta)\right)\right)$;
ii) if $d^{\prime \prime}<0$ : $\quad u_{\text {min }}(\overline{A C}, u)=A$ and $\tau_{\text {min }}(\overline{A C}, u)=\tau(A, u)$;
iii) if $d^{\prime \prime}>|\overline{A C}|: \quad u_{\min }(\overline{A C}, u)=C$ and $\tau_{\min }(\overline{A C}, u)=\tau(C, u)$.

Proof Observe that $u_{\min }(\overline{A C}, u)$ is the point on line $\overline{A C}$ with the property that $\angle u^{\prime \prime} u A=\pi / 2-$ $\angle C A B$ (as shown in Figure 11.b), if such a point lies between $A$ and $C$. Here $u^{\prime \prime}$ is the point such that $\rho_{r}\left|\overline{u_{\min }\left(e^{\prime}, u\right) u^{\prime \prime}}\right|=\left|\overline{u^{\prime \prime} u}\right|$ and that $\overline{u_{\min }\left(e^{\prime}, u\right) u^{\prime \prime}}$ has the same direction as $\overrightarrow{f_{r}}$. We can prove Lemma 9 with similar steps used by the proof for Lemma 8.

With Lemmas 8 and 9 , we can prove that $\tau_{\min }$ as a function of $u$ has the following property:
Lemma $10 \tau_{\min }(u) /|\overline{A u}|$ is a non-increasing function when point u moves from $A$ towards $B$ along boundary edge $\overline{A B}$.

Since $\tau_{\min }(u)=\min \left\{\tau_{\min }(u, r), \tau_{\min }\left(u, r^{\prime}\right), \tau_{\min }(r, u), \tau_{\min }\left(r^{\prime}, u\right)\right\}$, to prove Lemma 10 it suffices to establish the following lemma:

Lemma 11 Let $r$ be a region incident to boundary edge $\overline{A B} . \tau_{\text {min }}(u, r) /|\overline{A u}|$ is a non-increasing function when $u$ moves from $A$ towards $B$ on $\overline{A B}$. Also, $\tau_{\min }(r, u) /|\overline{A u}|$ is a non-increasing function when $u$ moves from $A$ towards $B$ on $\overline{A B}$.

Proof Let $r=\triangle A B C$. For any $u \in \overline{A B}$, let $u_{\min }(u, r)$ be the point on $\overline{B C}$ or $\overline{A C}$ such that $\tau\left(u, u_{\text {min }}(u, r)\right)=\tau_{\text {min }}(u, r)$.

We first claim that $u_{\min }(u, r)$ can not be vertex $C$ for any $u$ on $\overline{A B}$. As shown in Figure 12.a, let $u^{\prime \prime}$ be the vertex of the "virtual triangle" defined as previously. Therefore we have $\rho_{r}\left|u u^{\prime \prime}\right|=\left|\overline{C u^{\prime \prime}}\right|$ and $\angle u^{\prime \prime} u A$ is equal to the angle between $\overrightarrow{f_{r}}$ and $\overline{u A}$, and $\angle u^{\prime \prime} u B$ is equal to the angle between $\overrightarrow{f_{r}}$ and $\overline{u B}$. It is easy to prove that either $\angle u^{\prime \prime} C A$ or $\angle u^{\prime \prime} C B$ is less than $\pi / 2$, given the fact that $\rho_{r}>1$. Suppose $\angle u^{\prime \prime} C A<\pi / 2$. Then there is a point $u_{1}^{\prime}$ on $\overline{A C}$ with distance $\delta$ to $C$ such that $\overline{u^{\prime \prime} u_{1}^{\prime}}<\overline{u^{\prime \prime} C}$. Therefore, there exists a point $u_{1}^{\prime \prime}$ between $u$ and $u^{\prime \prime}$ on $\overline{u u^{\prime \prime}}$ such that $\rho_{r}\left|\overline{u u_{1}^{\prime \prime}}\right|=\left|\overline{u_{1}^{\prime} u_{1}^{\prime \prime}}\right|$ and thus $\tau\left(u, u_{1}^{\prime}\right)<\tau(u, C)$.


Figure 12: $u_{\min }(u, r)$ cannot be vertex $C$

This shows that when $u$ is moving from $A$ to $B$ along $\overline{A B}, u_{\text {min }}(u, r)$ will be either $A$ or $B$, or some internal point on $\overline{A C}$ or $\overline{B C}$. If $u_{\min }(u, r)$ is $B$ or some internal point on $\overline{B C}, \tau_{\min }(u, r) /|\overline{A u}|$
is decreasing. If $u_{\min }(u, r)$ is $A, \tau_{\min }(u, r) /|\overline{A u}|=1 / b_{A, B}$ and thus is a constant. Similarly, if $u_{\min }(u, r)$ is an internal point on $\overline{A C}, \tau_{\min }(u, r) /|\overline{A u}|$ is a constant following Lemma 8. Therefore, in all cases, $\tau_{\min }(u, r) /|\overline{A u}|$ is non-increasing.

With a similar argument we can prove that, for each $r$ incident to boundary edge $\overline{A B}, \tau_{\min }(r, u) /|\overline{A u}|$ is a non-increasing function when $u$ moves from $A$ towards $B$ on $\overline{A B}$. This finishes the proof.

Next, we show how to compute $b_{e}$ and $R_{v}$. As shown in Figure 13, $r_{1}$ and $r_{2}$ are the two regions incident to $e=\overline{v_{1} v_{2}}$, and $\alpha_{1}\left(\alpha_{2}\right.$, respectively) is the angles between $\overline{v_{2} v_{1}}$ and $\overrightarrow{f_{r_{1}}}\left(\overrightarrow{f_{2}}\right.$, respectively). Therefore, the maximum velocity $b_{v_{1}, v_{2}}$ of the robot traveling from $v_{1}$ to $v_{2}$ is the greater of the two maximum velocities specified by the two regions. That is, $b_{v_{1}, v_{2}}=\max \left\{\sqrt{b_{r_{1}}^{2}-\sin ^{2} \alpha_{1} \cdot\left|\overrightarrow{f_{1}}\right|^{2}}+\right.$ $\left.\left|\overrightarrow{f_{r_{1}}}\right| \cdot \cos \alpha_{1}, \sqrt{b_{r_{2}}^{2}-\sin ^{2} \alpha_{2} \cdot\left|\overrightarrow{f_{2}}\right|^{2}}+\left|\overrightarrow{f_{r_{2}}}\right| \cdot \cos \alpha_{2}\right\}$. Similarly, we can define $b_{v_{2}, v_{1}}$ and let $b_{e}=$ $\min \left\{b_{v_{1}, v_{2}}, b_{v_{2}, v_{1}}\right\}$. Note that $b_{e}$ is the minimum effective velocity of the robot traveling on boundary edge $e$ in any of the two directions.


Figure 13: Effective velocity on boundary edge

For any vertex $v$ and any triangular region $r$ incident to $v$, we define $d_{\min }(v, r)$ to be the minimum Euclidean distance from $v$ to the boundary edge of $r$ that is not incident to $v$. We define the radius of $v$ to be the following: $R_{v}=\min \left\{\left.\frac{d_{\min }(v, r)}{b_{r}+\left|\overrightarrow{f_{r}}\right|} \right\rvert\, r\right.$ is incident to $\left.v\right\}$. Observe that while $\tau_{\min }(v)$ is the minimum cost of a one-segment path between $v$ and any point on the boundary of the union of regions incident to $v, R_{v}$ provides a lower bound on the minimum cost of any path between $v$ and any point on the boundary of the union, as stated by the following lemma:

Lemma 12 For any vertex $v$ and any point $u$ on the boundary of the union of all regions incident to $v$, it takes at least $R_{v}$ time for a robot to traverse from $v$ to $u$, or from $u$ to $v$.

Now we are ready to prove an upper bound on the number of Steiner points placed on each boundary edge $e$ with the following theorem:

Theorem 4 For a given $\epsilon$, the number of Steiner points added on e according to the discretization scheme described above is $O\left(C_{e}^{\prime} \frac{1}{\epsilon}\left(\log \frac{1}{\epsilon}+C_{e}^{\prime \prime}\right)\right)$, where $C_{e}^{\prime}$ and $C_{e}^{\prime \prime}$ are determined by the geometry as well as $b_{r}$ and $\overrightarrow{f_{r}}$ of each region $r$ incident to $e$.

Proof Refer to Figure 9. For any $j \geq 1$ and $i=1,2$, we have the following inequalities:

$$
\begin{aligned}
\left|\overline{v_{i} u_{i, j}}\right| & =\left|\overline{v_{i} u_{i, j-1}}\right|+\left|\overline{u_{i, j-1} u_{i, j}}\right| \\
& =\left|\overline{v_{i} u_{i, j-1}}\right|+\epsilon b_{e} \tau_{\min }\left(u_{i, j-1}\right) \\
& \geq\left|\overline{v_{i} u_{i, j-1}}\right|+\epsilon b_{e} \frac{\left|\overline{v_{i} u_{i, j-1}}\right| \cdot \tau_{\text {min }}\left(u_{e}\right)}{\left|\overline{v_{i} u_{e}}\right|} \text { (following Lemma 10) } \\
& \geq\left|\overline{v_{i} u_{i, j-1}}\right|+\epsilon b_{e} \frac{\left|\overline{v_{i} u_{i, j-1}}\right| \cdot \tau_{\text {min }}\left(u_{e}\right)}{|e|} \\
& =\left|\overline{v_{i} u_{i, j-1}}\right|\left(1+\epsilon b_{e} \frac{\tau_{\min }\left(u_{e}\right)}{|e|}\right) \\
& =b_{e} R_{v_{i} \epsilon} \epsilon \cdot\left(1+\epsilon b_{e} \frac{\tau_{\max }(e)}{|e|}\right)^{j-1} .
\end{aligned}
$$

Let $C_{e}=b_{e} \frac{\tau_{\max }(e)}{|e|}$. Suppose $k_{i}$ is the number of Steiner points inserted on segment $\overline{v_{i} u_{e}}$. As $\left|\overline{v_{i} u_{i, k_{i}}}\right|<|e|$, we have $b_{e} R_{v_{i}} \epsilon \cdot\left(1+C_{e} \cdot \epsilon\right)^{k_{i}-1}<|e|$ and thus $k_{i}<1+\frac{\log \frac{|e|}{b_{e} R_{v_{i}} \epsilon}}{\log \left(1+C_{e} \cdot \epsilon\right)}$. Assuming that $\epsilon$ is small enough so that $\epsilon \cdot C_{e} \leq 0.5$, we have

$$
k_{i}<1+\frac{5}{4 C_{e}} \cdot \frac{1}{\epsilon} \cdot\left(\log \frac{1}{\epsilon}+\log \frac{|e|}{b_{e} R_{v_{i}}}\right) .
$$

The total number of Steiner points placed on boundary edge $e=\overline{v_{1} v_{2}}$ is $k_{1}+k_{2}+1=$ $O\left(C_{e}^{\prime} \frac{1}{\epsilon}\left(\log \frac{1}{\epsilon}+C_{e}^{\prime \prime}\right)\right)$, where $C_{e}^{\prime}=\frac{1}{C_{e}}$ and $C_{e}^{\prime \prime}=\log \frac{|e|}{b_{e} \sqrt{R_{v_{1}} R_{v_{2}}}}$.

To give upper bounds for both $C_{e}^{\prime}$ and $C_{e}^{\prime \prime}$, we introduce three parameters $\theta_{\min }, \rho_{\min }$ and $\lambda$. We let $\theta_{\text {min }}$ be the smallest angle of any triangular region and let $\rho_{\text {min }}$ be the minimum $b_{r}$ among all regions. We define $\lambda$ as the following:

$$
\lambda=\max \left\{b_{r} / b_{r^{\prime}} \mid \text { regions } r \text { and } r^{\prime} \text { are adjacent }\right\} .
$$

$\lambda$ indicates how drastic the velocity bound of the robot can change from one region to another. In practice, since the triangular decomposition is usually a result of discretization, $\lambda$ is not very large in many cases. Further, we let $C_{\text {skew }}=\frac{\lambda \cdot\left(\rho_{\min }+1\right)}{\sin \theta_{\min } \cdot\left(\rho_{\min }-1\right)}$ and call it the "skewness" parameter of the space.

We have the following lemma:
Lemma $13 C_{e}^{\prime}=O\left(C_{\text {skew }}\right)$ and $C_{e}^{\prime \prime}=O\left(\log C_{\text {skew }}\right)$.
Proof We first show that $C_{e}^{\prime}=O\left(C_{\text {skew }}\right)$. Let $e=\overline{v_{1} v_{2}}$ be a boundary edge with adjacent regions $r_{1}, r_{2}$. Let $e_{i, 1}, e_{i, 2}$ be the other two boundary edges of $r_{i}$. Let $v_{\text {mid }}$ be the mid point of $\overline{v_{1} v_{2}}$. For each region $r_{i}$, the Euclidean distance from $v_{\text {mid }}$ to any point on $e_{i, 1}$ and $e_{i, 2}$ is lower-bounded by $\sin \theta_{\text {min }}|e| / 2$. The cost of traveling from $v_{\text {mid }}$ to any point on $e_{i, 1}$ and $e_{i, 2}$ is thus lower-bounded by $\sin \theta_{\min }|e| /\left(b_{r_{i}}+\left|\overrightarrow{f_{r}}\right|\right)$. Therefore, we have $\tau_{\text {min }}\left(v_{\text {mid }}\right) \geq \sin \theta_{\min }|e| / \max \left\{\left(b_{r_{i}}+\left|\overrightarrow{r_{r_{i}}}\right|\right) \mid i=1,2\right\}$.

On the other hand, $b_{e}$, the minimum effective velocity of traveling on either direction on boundary edge $e$, is lower-bounded by $\min \left\{b_{r_{1}}-\left|\overrightarrow{f_{1}}\right|, b_{r_{2}}-\left|\overrightarrow{\overrightarrow{r_{2}}}\right|\right\}$. We can have the following inequality:

$$
\begin{aligned}
C_{e}^{\prime} & =\frac{1}{C_{e}}=\frac{|e|}{b_{e} \tau_{\max }(e)} \\
& =\frac{|e|}{\overrightarrow{b_{e} \tau_{\min }\left(u_{e}\right)} \leq \frac{|e|}{b_{e} \tau_{\min }\left(v_{\text {mid }}\right)}} \\
& \leq \frac{|e|}{b_{e} \sin \theta_{\min }|e| /\left(\max \left\{b_{r_{1}}+\left|\overrightarrow{f_{r_{1}}}\right|, b_{r_{2}}+\left|\overrightarrow{f_{r_{2}}}\right|\right\}\right)} \\
& =\frac{\max \left\{b_{r_{1}}+\left|\overrightarrow{f_{r_{1}}}\right|, b_{r_{2}}+\left|\overrightarrow{r_{r_{2}}}\right|\right\}}{b_{e} \sin \theta_{\text {min }}} \\
& \leq \frac{\max \left\{b_{r_{1}}+\left|\overrightarrow{f_{r_{1}}}\right|, b_{r_{2}}+\left|\overrightarrow{f_{r_{2}}}\right|\right\}}{\min \left\{b_{r_{1}}-\left|\overrightarrow{r_{r_{1}}}\right|, b_{r_{2}}-\left|\overrightarrow{r_{r_{2}}}\right|\right\} \sin \theta_{\min }} \\
& \leq \frac{\left(1+1 / \rho_{\min }\right) \max \left\{b_{r_{1}}, b_{r_{2}}\right\}}{\left(1-1 / \rho_{\min }\right) \min \left\{b_{r_{1}}, b_{r_{2}}\right\} \sin \theta_{\min }} \\
& \leq \frac{\left(1+1 / \rho_{\min }\right) \lambda}{\left(1-1 / \rho_{\min }\right) \sin \theta_{\text {min }}}=\frac{\left(\rho_{\min }+1\right) \lambda}{\left(\rho_{\min }-1\right) \sin \theta_{\min }} \\
& =C_{\text {skew }} .
\end{aligned}
$$

For $C_{e}^{\prime \prime}$, recall that for $i=1,2$, we have

$$
R_{v_{i}} \geq|e| \sin ^{2} \theta_{\min } / \max \left\{\left|\overrightarrow{f_{r}}\right|+b_{r} \mid \text { region } r \text { is incident to } v_{i}\right\}
$$

Therefore,

$$
\begin{aligned}
C_{e}^{\prime \prime} & =\log \frac{|e|}{b_{e} \sqrt{R_{v_{1}} R_{v_{2}}}} \\
& \leq \log \frac{|e| \max \left\{\left|\overrightarrow{f_{r}}\right|+b_{r} \mid \text { region } r \text { is incident to } v_{1} \text { or } v_{2}\right\}}{\min \left\{b_{r_{1}}-\left|\overrightarrow{r_{r_{1}}}\right|, b_{r_{2}}-\left|\overrightarrow{f_{r}}\right|\right\}|e| \sin ^{2} \theta_{\text {min }}} \\
& \leq \log \frac{\lambda\left(\rho_{\text {min }}+1\right)}{\left(\rho_{\text {min }}-1\right) \sin ^{2} \theta_{\text {min }}} \\
& =O\left(\log C_{\text {skew }}\right) .
\end{aligned}
$$

Note that none of $C_{e}^{\prime}, C_{e}^{\prime \prime}$ and $C_{\text {skew }}$ is a function of $\epsilon$.
We have the following theorem:
Theorem 5 For the nonuniform discretization scheme, the total number of Steiner points added into the triangular decomposition is $O\left(\frac{C_{\text {skew }} \cdot n}{\epsilon} \log \frac{C_{\text {skew }}}{\epsilon}\right)$, where $n$ is the number of triangular regions in the decomposition.

The dependence of $C_{\text {skew }}$ on $\lambda$ implies that the variations of the velocity bound of the robot in different regions will affect the complexity of this approximation algorithm. If the velocity bound is uniform in all regions, less Steiner points are needed to guarantee an $\epsilon$-approximation. On the contrary, if the velocity bound changes drastically in adjacent regions, it will take much more Steiner points to achieve the same approximation bound.

### 5.3 Bounding the Error of the Approximation

The discrete graph $\mathcal{G}_{\epsilon}$ constructed from the discretization described above has $O\left(\frac{C_{\text {skew }} \cdot n}{\epsilon} \log \frac{C_{\text {skew }}}{\epsilon}\right)$ points and $O\left(n\left(\frac{C_{\text {skew }}}{\epsilon} \log \frac{C_{\text {skew }}}{\epsilon}\right)^{2}\right)$ edges. The time complexity of computing the shortest path in $\mathcal{G}$ is $O\left(\frac{C_{\text {skew }} \cdot n}{\epsilon}\left(\frac{C_{\text {skew }}}{\epsilon} \log \frac{C_{\text {skew }}}{\epsilon}+\log n\right) \log \frac{C_{\text {skew }}}{\epsilon}\right)$ by Dijkstra's algorithm, or $O\left(\frac{C_{\text {skew }} \cdot n}{\epsilon}\left(\log \frac{C_{\text {skew }}}{\epsilon}+\right.\right.$ $\left.\log n) \log \frac{C_{\text {skew }}}{\epsilon}\right)$ by the BUSHWHACK algorithm. In this subsection we analyze how well a discrete path can approximate an optimum path in the original continuous space.

As we have mentioned earlier, an optimum path $p_{\text {opt }}$ from a given source point $s$ to a given destination point $t$ in the original continuous space is piecewise linear. It only bends on the boundary of regions. We establish the following theorem that provides a bound on the error of using a discrete path to approximate an optimum path.

Let $p$ be a linear path with a cost of $d(p)$. In the following we first describe how to construct a discrete path $p^{\prime}$ that "neighbors" a given linear path $p$, and then we show that the cost of such a path $p^{\prime}$ is no more than $(1+9 \epsilon) d(p)$ by using several lemmas.


Figure 14: Discrete path that neighbors a linear path

Let $s=a_{1}, a_{2}, \cdots, a_{k-1}, a_{k}=t$ be the points where a linear path $p$ bends, as shown in Figure 14. We need to construct a discrete path with bending points $s=b_{1}, b_{2}, \cdots, b_{k-1}, b_{k}=t$ such that each $b_{i}$ is either a Steiner point or a vertex. As path $p$ only bends on the boundary of regions, each bending point $a_{i}$ is either between two Steiner points on the same boundary edge, or between a vertex and its neighboring Steiner point.

1 Suppose that $a_{i}$ is between two Steiner points $u_{j}, u_{j+1}$ on boundary edge $e=\overline{v_{i_{1}} v_{i_{2}}}$. Without loss of generality, suppose that $u_{j}$ is between $u_{j+1}$ and $v_{i_{1}}$. Then we choose $b_{i}$ to be $u_{j}$ if $u_{j}$ is between $v_{i_{1}}$ and $u_{e}$; if otherwise, we choose $b_{i}$ to be $u_{j+1}$.

2 Suppose that $a_{i}$ is between vertex $v_{i_{1}}$ and Steiner point $u_{1}$ on boundary edge $e=\overline{v_{i_{1}} v_{i_{2}}}$. Then we choose $b_{i}$ to be $v_{i_{1}}$.

To evaluate $d\left(p^{\prime}\right)$, we need to estimate the cost $\tau\left(b_{j}, b_{j+1}\right)$ of each segment $\overline{b_{j} b_{j+1}}$. In particular, we need to compare $\tau\left(b_{j}, b_{j+1}\right)$ against $\tau\left(a_{j}, a_{j+1}\right)$ in various situations. In the following, we show:
Lemma 14 Assuming $\epsilon \leq \frac{1}{3}$, if both $b_{j}$ and $b_{j+1}$ are Steiner points, then $\tau\left(b_{j}, b_{j+1}\right) \leq(1+$ $3 \epsilon) \tau\left(a_{j}, a_{j+1}\right)$. Also, if one of $b_{j}$ and $b_{j+1}$ is a vertex $v$ of the triangular decomposition, then $\tau\left(b_{j}, b_{j+1}\right) \leq\left(1+\frac{3}{2} \epsilon\right) \tau\left(b_{j}, b_{j+1}\right)+\epsilon R_{v}$. Further, if both $b_{j}$ and $b_{j+1}$ are vertices of the triangular decomposition, then $\tau\left(b_{j}, b_{j+1}\right) \leq \tau\left(a_{j}, a_{j+1}\right)+\epsilon R_{v^{\prime}}+\epsilon R_{v^{\prime \prime}}$, where $v^{\prime}=b_{j}$ and $v^{\prime \prime}=b_{j+1}$.


Figure 15: Choosing Steiner points for discrete path

Proof We first prove the case when $b_{j}$ and $b_{j+1}$ are Steiner points. Suppose $b_{j}$ is between $u_{j, 1}$ and $u_{j, 2}$ on boundary edge $e_{1}$ and $b_{j+1}$ is between $u_{j+1,1}$ and $u_{j+1,2}$ on boundary edge $e_{2}$, as shown in Figure 15. Without loss of generality, suppose $b_{j}=u_{j, 1}$ and $b_{j+1}=u_{j+1,1}$. Let $r$ be the region incident to both $e_{1}$ and $e_{2}$. We have $\tau\left(a_{j}, a_{j+1}\right)+\tau_{r}\left(a_{j+1}, u_{j+1,1}\right) \geq \tau\left(a_{j}, u_{j+1,1}\right)$ following Proposition 2. As

$$
\tau_{r}\left(a_{j+1}, u_{j+1,1}\right) \leq \tau_{r}\left(u_{j+1,2}, u_{j+1,1}\right) \leq \epsilon \tau_{\min }\left(u_{j+1,1}\right)
$$

and

$$
\tau\left(a_{j+1}, u_{j+1,1}\right) \geq \tau_{\min }\left(u_{j+1,1}\right)
$$

we have $\tau\left(a_{j}, a_{j+1}\right) \geq(1-\epsilon) \tau_{\min }\left(u_{j, 1}\right)$. We can also prove that $\tau\left(a_{j}, a_{j+1}\right) \geq(1-\epsilon) \tau_{\min }\left(u_{j+1,1}\right)$ in a similar manner. Applying Proposition 2 one more time, we can get the following inequalities:

$$
\begin{aligned}
\tau\left(b_{j}, b_{j+1}\right) & =\tau\left(u_{j, 1}, u_{j+1,1}\right) \\
& \leq \tau_{r}\left(u_{j, 1}, a_{j}\right)+\tau\left(a_{j}, a_{j+1}\right)+\tau_{r}\left(a_{j+1}, u_{j+1,1}\right) \\
& \leq \tau_{r}\left(u_{j, 1}, u_{j, 2}\right)+\tau\left(a_{j}, a_{j+1}\right)+\tau_{r}\left(u_{j+1,2}, u_{j+1,1}\right) \\
& \leq \epsilon \tau_{\min }\left(u_{j, 1}\right)+\tau\left(a_{j}, a_{j+1}\right)+\epsilon \tau_{\min }\left(u_{j+1,1}\right) \\
& \leq \frac{2 \epsilon}{1-\epsilon} \tau\left(a_{j}, a_{j+1}\right)+\tau\left(a_{j}, a_{j+1}\right) \\
& \leq(1+3 \epsilon) \tau\left(a_{j}, a_{j+1}\right),
\end{aligned}
$$

since $\epsilon \leq \frac{1}{3}$.
The other two cases can be proved similarly.

With this lemma, we are ready to establish the following theorem:
Theorem 6 For any piecewise linear path $p$, there exists a discrete path $p^{\prime}$ such that $d\left(p^{\prime}\right) \leq$ $(1+9 \epsilon) d(p)$.

Proof Among the bending points $b_{1}, b_{2}, \cdots, b_{k-1}, b_{k}$ of $p^{\prime}$, let $b_{i_{1}}, b_{i_{2}}, \cdots, b_{i_{d}}$ be vertices of the triangular decomposition, where $1=i_{1}<i_{2}<\cdots<i_{d-1}<i_{d}=k$. Let $b_{i_{j}}=v_{j}$ for $1 \leq j \leq d$. We have

$$
\begin{aligned}
d\left(p^{\prime}\right) & =\sum_{j=1}^{k} \tau\left(b_{j}, b_{j+1}\right) \\
& \leq(1+3 \epsilon) \sum_{j=1}^{k} \tau\left(a_{j}, a_{j+1}\right)+\epsilon \cdot\left(R_{v_{1}}+2 \sum_{j=2}^{d-1} R_{v_{j}}+R_{v_{d}}\right) \\
& =(1+3 \epsilon) d(p)+\epsilon \cdot\left(R_{v_{1}}+2 \sum_{j=2}^{d-1} R_{v_{j}}+R_{v_{d}}\right) .
\end{aligned}
$$

For each $j, 1 \leq j<d$, let $C_{j}=\sum_{i=i_{j}}^{i_{j+1}-1} \overline{a_{j} a_{j+1}}$. That is, $C_{j}$ is the sub-path of $p$ between $a_{i_{j}}$ and $a_{i_{j+1}}$. Let $r$ be the region incident to $b_{i_{j}}, a_{i_{j}}$ and $a_{i_{j}+1}$ and let $r^{\prime}$ be the region incident to $b_{i_{j+1}}, a_{i_{j+1}-1}$ and $a_{i_{j+1}}$. As $\overline{b_{i_{j}} a_{i_{j}}}+C_{j}+\overline{a_{i_{j+1}} b_{i_{j+1}}}$ is a path from vertex $v_{j}$ to $v_{j+1}$, we have

$$
\tau_{r}\left(b_{i_{j}}, a_{i_{j}}\right)+d\left(C_{j}\right)+\tau_{r^{\prime}}\left(a_{i_{j+1}}, b_{i_{j+1}}\right) \geq R_{v_{j}}
$$

as well as

$$
\tau_{r}\left(b_{i_{j}}, a_{i_{j}}\right)+d\left(C_{j}\right)+\tau_{r^{\prime}}\left(a_{i_{j+1}}, b_{i_{j+1}}\right) \geq R_{v_{j+1}} .
$$

As $\tau_{r}\left(b_{i_{j}}, a_{i_{j}}\right) \leq \epsilon R_{v_{j}}$ and $\tau_{r^{\prime}}\left(a_{i_{j+1}}, b_{i_{j+1}}\right) \leq \epsilon R_{v_{j+1}}$, we can get $d\left(C_{j}\right) \geq(1-2 \epsilon)\left(R_{v_{j}}+R_{v_{j+1}}\right) / 2$ and therefore

$$
R_{v_{1}}+2 \sum_{j=2}^{d-1} R_{v_{j}}+R_{v_{d}}=\sum_{j=1}^{d-1}\left(R_{v_{j}}+R_{v_{j+1}}\right) \leq \sum_{j=1}^{d-1} \frac{2}{1-2 \epsilon} d\left(C_{j}\right)=\frac{2}{1-2 \epsilon} d(p) \leq 6 d(p) .
$$

Hence $d\left(p^{\prime}\right) \leq(1+3 \epsilon) d(p)+6 \epsilon d(p)=(1+9 \epsilon) d(p)$.
Combining Theorem 5 and 6 we have the second main result of this paper:
Theorem 7 An $\epsilon$-good approximation of the optimum path in regions with flows can be computed in $O\left(\frac{C_{\text {skew }} \cdot n}{\epsilon}\left(\log \frac{C_{\text {skew }}}{\epsilon}+\log n\right) \log \frac{C_{\text {skew }}}{\epsilon}\right)$ time, where $n$ is the number of regions.

## 6 Conclusion

While we have provided the first decision procedure for the two-dimension flow path problem, the complexity of our algorithm appears far too high to have practical use. There is no known lower bound for this $2 \mathcal{D}$ version of the flow path problem. Furthermore, there is no decision algorithm for the $3 \mathcal{D}$ version of the flow path problem. It remains an open problem to determine a more exact complexity bound for the $2 \mathcal{D}$ and $3 \mathcal{D}$ flow path problems.
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