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Lotka–Volterra Chemical Oscillator:
X1 = prey (reproduces)
X2 = predator (consumes prey)

(A) The formal chemical reaction system to be 
implemented with original (unscaled) and 
scaled rate constants. 

Initial concentrations of X1 and X2 are 2 and 1 unscaled and 
20 and 10 nM scaled. 

a chemical logic circuit responding to an external input signal
(black trace). The 2-bit counter is a classic example of a digital
circuit with feedback (45); the high or low values of the red and
green output species give the binary count of the number of input
pulses, 0–3. This feedback circuit contrasts with the use-once cir-
cuits of ref. 34. Fig. 6D shows a different style of algorithmic be-
havior: a state machine (5, 6). This state machine increments the
number of green spikes between consecutive red spikes by 1
every time.

Experimental Considerations
The correctness of our systematic construction was predicated on
several idealizations of DNA behavior, and it is worth considering
the deviations that we would expect in practice. A good approxi-
mation to strong sequence design (domain x binds exclusively
to x!) should be possible for several thousand long domains by
using existing techniques developed for strand displacement sys-
tems (46). There are a limited number of short toehold domain
sequences available, but it is straightforward to modify our con-
struction to reuse toehold sequences without introducing errors.

This limit also constrains choices for reaction rate constants but
can be countered by adjustment of auxiliary complex concentra-
tions. More serious issues are presented by leak reactions in
which an output is produced even if no input is present. Although
experimentally characterized strand displacement systems exhibit
leak rate constants up to a million times slower than the fastest
desired reactions (35, 39), a leak could pose a problem for some
target CRNs. One way to ameliorate a leak, while also allowing
for unbounded running times, would be to provide auxiliary com-
plexes at low concentrations in a continuous-flow stirred-tank re-
actor (1). These issues are discussed further in SI Text.

Conclusions
With a rich history and extensive theoretical and software tools,
formal CRNs are a powerful descriptive language for modeling
chemical reaction kinetics. By providing a systematic method
for compiling formal CRNs into DNA molecules, our work
suggests that CRNs can also be regarded as an effective program-
ming language and used prescriptively for the synthesis of unique
molecular systems. This view is bolstered by the fact that CRNs
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Fig. 5. Lotka–Volterra chemical oscillator example. (A) The formal chemical reaction system to be implemented with original (unscaled) and scaled rate con-
stants. Desired initial concentrations of X1 and X2 are 2 and 1 unscaled and 20 and 10 nM scaled. (B) Reactions modeling our DNA implementation. Each formal
reaction corresponds to a set of DNA reactions as indicated. Species X2 requires a buffering module because σ2 < σ (σ ¼ σ1 ¼ k1 and σ2 ¼ 0). Maximum strand
displacement rate constant qmax ¼ 106 M−1 s−1 and initial concentration of auxiliary species Gi , Ti , Li , Bi , LSj , and BSj is Cmax ¼ 10 μM. Buffering-scaling factor
γ−1 ¼ qmaxðqmax − σÞ−1 ¼ 2. The initial concentrations of strands X1 and X2 introduced into the system is γ−120 nM ¼ 40 nM and γ−110 nM ¼ 20 nM. (C) Plot of
the concentrations of X1 (Red curve) and X2 (Green curve) for the ideal system (Dashed line) and the corresponding DNA species (Solid line).
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Fig. 6. Examples showing more complex behavior. In all the maximum strand displacement rate constant qmax ¼ 106 M−1 s−1 and the initial concentration of
auxiliary species Cmax ¼ 10 μM. See Figs. S4 and S5 and SI Text for the rate constants used in A–D, as well as the details of C and D. Plots show the ideal CRN
(Dashed lines) and the DNA reactions (Solid lines).
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a chemical logic circuit responding to an external input signal
(black trace). The 2-bit counter is a classic example of a digital
circuit with feedback (45); the high or low values of the red and
green output species give the binary count of the number of input
pulses, 0–3. This feedback circuit contrasts with the use-once cir-
cuits of ref. 34. Fig. 6D shows a different style of algorithmic be-
havior: a state machine (5, 6). This state machine increments the
number of green spikes between consecutive red spikes by 1
every time.

Experimental Considerations
The correctness of our systematic construction was predicated on
several idealizations of DNA behavior, and it is worth considering
the deviations that we would expect in practice. A good approxi-
mation to strong sequence design (domain x binds exclusively
to x!) should be possible for several thousand long domains by
using existing techniques developed for strand displacement sys-
tems (46). There are a limited number of short toehold domain
sequences available, but it is straightforward to modify our con-
struction to reuse toehold sequences without introducing errors.

This limit also constrains choices for reaction rate constants but
can be countered by adjustment of auxiliary complex concentra-
tions. More serious issues are presented by leak reactions in
which an output is produced even if no input is present. Although
experimentally characterized strand displacement systems exhibit
leak rate constants up to a million times slower than the fastest
desired reactions (35, 39), a leak could pose a problem for some
target CRNs. One way to ameliorate a leak, while also allowing
for unbounded running times, would be to provide auxiliary com-
plexes at low concentrations in a continuous-flow stirred-tank re-
actor (1). These issues are discussed further in SI Text.

Conclusions
With a rich history and extensive theoretical and software tools,
formal CRNs are a powerful descriptive language for modeling
chemical reaction kinetics. By providing a systematic method
for compiling formal CRNs into DNA molecules, our work
suggests that CRNs can also be regarded as an effective program-
ming language and used prescriptively for the synthesis of unique
molecular systems. This view is bolstered by the fact that CRNs
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Fig. 5. Lotka–Volterra chemical oscillator example. (A) The formal chemical reaction system to be implemented with original (unscaled) and scaled rate con-
stants. Desired initial concentrations of X1 and X2 are 2 and 1 unscaled and 20 and 10 nM scaled. (B) Reactions modeling our DNA implementation. Each formal
reaction corresponds to a set of DNA reactions as indicated. Species X2 requires a buffering module because σ2 < σ (σ ¼ σ1 ¼ k1 and σ2 ¼ 0). Maximum strand
displacement rate constant qmax ¼ 106 M−1 s−1 and initial concentration of auxiliary species Gi , Ti , Li , Bi , LSj , and BSj is Cmax ¼ 10 μM. Buffering-scaling factor
γ−1 ¼ qmaxðqmax − σÞ−1 ¼ 2. The initial concentrations of strands X1 and X2 introduced into the system is γ−120 nM ¼ 40 nM and γ−110 nM ¼ 20 nM. (C) Plot of
the concentrations of X1 (Red curve) and X2 (Green curve) for the ideal system (Dashed line) and the corresponding DNA species (Solid line).
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Fig. 6. Examples showing more complex behavior. In all the maximum strand displacement rate constant qmax ¼ 106 M−1 s−1 and the initial concentration of
auxiliary species Cmax ¼ 10 μM. See Figs. S4 and S5 and SI Text for the rate constants used in A–D, as well as the details of C and D. Plots show the ideal CRN
(Dashed lines) and the DNA reactions (Solid lines).
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(C) Plot of the concentrations of:
•  X1 (Red curve) and 
•  X2 (Green curve) 
Plot for the ideal system (Dashed line) 
Corresponding DNA species: (Solid line). 
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Lotka–Volterra Chemical Oscillator:
(B) Reaction modeling of DNA 
implementation:
- Each CRN reaction corresponds to a set of DNA reactions. 
- Concentration oscillations are in the range of about 0–2. 
- Under typical nucleic-acid experimental conditions, 

maximal second-order rate constants for strand 
displacement reactions are about 106∕M∕s, and maximum 
concentrations are on the order of 10−5 M.

Scaling:
• We scale the original system by a time-scaling factor of α = 

300, and 
• A concentration-scaling factor β = 10−8 employs units of 

seconds and molar, and 
• use Cmax = 10−5 M and qmax = 106∕M∕s. 
- Maximum strand displacement rate constant qmax = 106 

M−1 s−1 .

Initial Concentrations:
- initial concentration of auxiliary species Gi, Ti, Li, Bi, LSj, and 

BSj is Cmax = 10 μM. 
- The initial concentrations of strands X1 and X2 is γ−1 20 nM 

= 40 nM and γ-110 nM = 20 nM.
Buffering:- Species X2 requires a buffering module because 
σ2 < σ (σ = σ1 = k1 and σ2 = 0).
- Buffering-scaling factor γ−1 = qmax(qmax − σ)−1 = 2. 

a chemical logic circuit responding to an external input signal
(black trace). The 2-bit counter is a classic example of a digital
circuit with feedback (45); the high or low values of the red and
green output species give the binary count of the number of input
pulses, 0–3. This feedback circuit contrasts with the use-once cir-
cuits of ref. 34. Fig. 6D shows a different style of algorithmic be-
havior: a state machine (5, 6). This state machine increments the
number of green spikes between consecutive red spikes by 1
every time.

Experimental Considerations
The correctness of our systematic construction was predicated on
several idealizations of DNA behavior, and it is worth considering
the deviations that we would expect in practice. A good approxi-
mation to strong sequence design (domain x binds exclusively
to x!) should be possible for several thousand long domains by
using existing techniques developed for strand displacement sys-
tems (46). There are a limited number of short toehold domain
sequences available, but it is straightforward to modify our con-
struction to reuse toehold sequences without introducing errors.

This limit also constrains choices for reaction rate constants but
can be countered by adjustment of auxiliary complex concentra-
tions. More serious issues are presented by leak reactions in
which an output is produced even if no input is present. Although
experimentally characterized strand displacement systems exhibit
leak rate constants up to a million times slower than the fastest
desired reactions (35, 39), a leak could pose a problem for some
target CRNs. One way to ameliorate a leak, while also allowing
for unbounded running times, would be to provide auxiliary com-
plexes at low concentrations in a continuous-flow stirred-tank re-
actor (1). These issues are discussed further in SI Text.

Conclusions
With a rich history and extensive theoretical and software tools,
formal CRNs are a powerful descriptive language for modeling
chemical reaction kinetics. By providing a systematic method
for compiling formal CRNs into DNA molecules, our work
suggests that CRNs can also be regarded as an effective program-
ming language and used prescriptively for the synthesis of unique
molecular systems. This view is bolstered by the fact that CRNs
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Fig. 5. Lotka–Volterra chemical oscillator example. (A) The formal chemical reaction system to be implemented with original (unscaled) and scaled rate con-
stants. Desired initial concentrations of X1 and X2 are 2 and 1 unscaled and 20 and 10 nM scaled. (B) Reactions modeling our DNA implementation. Each formal
reaction corresponds to a set of DNA reactions as indicated. Species X2 requires a buffering module because σ2 < σ (σ ¼ σ1 ¼ k1 and σ2 ¼ 0). Maximum strand
displacement rate constant qmax ¼ 106 M−1 s−1 and initial concentration of auxiliary species Gi , Ti , Li , Bi , LSj , and BSj is Cmax ¼ 10 μM. Buffering-scaling factor
γ−1 ¼ qmaxðqmax − σÞ−1 ¼ 2. The initial concentrations of strands X1 and X2 introduced into the system is γ−120 nM ¼ 40 nM and γ−110 nM ¼ 20 nM. (C) Plot of
the concentrations of X1 (Red curve) and X2 (Green curve) for the ideal system (Dashed line) and the corresponding DNA species (Solid line).
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Fig. 6. Examples showing more complex behavior. In all the maximum strand displacement rate constant qmax ¼ 106 M−1 s−1 and the initial concentration of
auxiliary species Cmax ¼ 10 μM. See Figs. S4 and S5 and SI Text for the rate constants used in A–D, as well as the details of C and D. Plots show the ideal CRN
(Dashed lines) and the DNA reactions (Solid lines).
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a chemical logic circuit responding to an external input signal
(black trace). The 2-bit counter is a classic example of a digital
circuit with feedback (45); the high or low values of the red and
green output species give the binary count of the number of input
pulses, 0–3. This feedback circuit contrasts with the use-once cir-
cuits of ref. 34. Fig. 6D shows a different style of algorithmic be-
havior: a state machine (5, 6). This state machine increments the
number of green spikes between consecutive red spikes by 1
every time.

Experimental Considerations
The correctness of our systematic construction was predicated on
several idealizations of DNA behavior, and it is worth considering
the deviations that we would expect in practice. A good approxi-
mation to strong sequence design (domain x binds exclusively
to x!) should be possible for several thousand long domains by
using existing techniques developed for strand displacement sys-
tems (46). There are a limited number of short toehold domain
sequences available, but it is straightforward to modify our con-
struction to reuse toehold sequences without introducing errors.

This limit also constrains choices for reaction rate constants but
can be countered by adjustment of auxiliary complex concentra-
tions. More serious issues are presented by leak reactions in
which an output is produced even if no input is present. Although
experimentally characterized strand displacement systems exhibit
leak rate constants up to a million times slower than the fastest
desired reactions (35, 39), a leak could pose a problem for some
target CRNs. One way to ameliorate a leak, while also allowing
for unbounded running times, would be to provide auxiliary com-
plexes at low concentrations in a continuous-flow stirred-tank re-
actor (1). These issues are discussed further in SI Text.

Conclusions
With a rich history and extensive theoretical and software tools,
formal CRNs are a powerful descriptive language for modeling
chemical reaction kinetics. By providing a systematic method
for compiling formal CRNs into DNA molecules, our work
suggests that CRNs can also be regarded as an effective program-
ming language and used prescriptively for the synthesis of unique
molecular systems. This view is bolstered by the fact that CRNs
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Fig. 5. Lotka–Volterra chemical oscillator example. (A) The formal chemical reaction system to be implemented with original (unscaled) and scaled rate con-
stants. Desired initial concentrations of X1 and X2 are 2 and 1 unscaled and 20 and 10 nM scaled. (B) Reactions modeling our DNA implementation. Each formal
reaction corresponds to a set of DNA reactions as indicated. Species X2 requires a buffering module because σ2 < σ (σ ¼ σ1 ¼ k1 and σ2 ¼ 0). Maximum strand
displacement rate constant qmax ¼ 106 M−1 s−1 and initial concentration of auxiliary species Gi , Ti , Li , Bi , LSj , and BSj is Cmax ¼ 10 μM. Buffering-scaling factor
γ−1 ¼ qmaxðqmax − σÞ−1 ¼ 2. The initial concentrations of strands X1 and X2 introduced into the system is γ−120 nM ¼ 40 nM and γ−110 nM ¼ 20 nM. (C) Plot of
the concentrations of X1 (Red curve) and X2 (Green curve) for the ideal system (Dashed line) and the corresponding DNA species (Solid line).
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Fig. 6. Examples showing more complex behavior. In all the maximum strand displacement rate constant qmax ¼ 106 M−1 s−1 and the initial concentration of
auxiliary species Cmax ¼ 10 μM. See Figs. S4 and S5 and SI Text for the rate constants used in A–D, as well as the details of C and D. Plots show the ideal CRN
(Dashed lines) and the DNA reactions (Solid lines).
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(C) Plot of the concentrations of X1 (Red curve) and X2 
(Green curve) for the ideal system (Dashed line) and the 
corresponding DNA species (Solid line). 
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Buffering module: DNA implementation of the buffering module used to cancel 
out the buffering effect. 
- A buffering module is needed for each formal species Xj for which σj < σ. 
- The buffering module for species X2 is shown. 
- X2 reversibly displaces BS2 from complex LS2 to produce complex HS2 similarly to the first 

reaction of the bimolecular module.
- The black domain (13) is unique to this buffering module for species X2. 
- Set qsj = γ−1 (σ − σj).

Reaction equations 12 are used in simulations; 
Simplified reaction equations 13 are useful for analysis. 

includesHSj. It is not hard to show that with the buffering-scaling
factor γ−1 ¼ qmaxðqmax − σÞ−1, setting qsj ¼ γ−1ðσ − σjÞ, and repla-
cing ki by k0i ¼ γ−1ki for the formal rate constants when setting qi
in reactions 2 and 7, we obtain a common buffer fraction γj ¼ γ,
which is exactly compensated for by the γ−1 scaling of formal rate
constants. For initial concentrations cj of formal species Xj, we
start with initial concentrations γ−1cj of DNA strands Xj. Then
all species in esðXjÞ quickly equilibrate yielding ½Xj% ¼ cj.

See SI Text for a summary of our algorithm for compiling an
arbitrary CRN into DNA-based chemistry.

Rescaling for Feasibility and Accuracy
The above procedure will not yield a functional DNA system if
the original formal CRN has infeasibly high reaction rates or con-
centrations. In that case, we scale the system to use lower rate
constants and concentrations while maintaining the same, albeit
scaled, behavior. If ½Xj%ðtÞ are solutions to differential equations
arising from a set of unimolecular and bimolecular reactions,
then β · ½Xj%ðt∕αÞ are solutions to the same set of reactions but
in which we multiply all unimolecular rate constants by 1∕α
and all bimolecular rate constants by 1∕ðα · βÞ. We introduce a
mixed concentration-time-scaling parameter δ with α ¼ δ and
β ¼ 1∕δ, which scales down the concentration and slows down
the dynamics by a factor of δ without increasing the largest rate
constant.

We justified the accuracy of our construction by assuming the
target system operates in a regime with concentrations suffi-
ciently smaller than Cmax, a physically determined parameter.
This may not hold without rescaling, but thankfully, arbitrarily
high accuracy for arbitrarily large duration of interest τ can still
be attained in a regime of smaller concentrations of formal spe-
cies and slowed down dynamics. We prove the convergence of the
DNA-based kinetics with buffer cancellation to the target CRN in
the limit Cmax → ∞ by using singular perturbation theory (27, 42)
(see SI Text). Whereas taking the limit Cmax → ∞ is more math-
ematically convenient, increasing Cmax by a factor of δ is equiva-
lent, up to scaling in concentration of the experimental
implementation, to decreasing all ½Xj% by a factor of δ, decreasing

all formal unimolecular rate constants by a factor of δ, and in-
creasing τ by a factor of δ to simulate the same behavior.

Examples
We illustrate our method on the Lotka–Volterra chemical oscil-
lator shown in Fig. 5A. The concentration oscillations are in the
range of about 0–2. Under typical nucleic-acid experimental con-
ditions, maximal second-order rate constants for strand displace-
ment reactions are about 106∕M∕s, and maximum concentrations
are on the order of 10−5 M. To fit into this regime with reasonable
simulation accuracy and time span, we scale the original system by
a time-scaling factor of α ¼ 300, and a concentration-scaling fac-
tor β ¼ 10−8 employing units of seconds and molar, and use
Cmax ¼ 10−5 M and qmax ¼ 106∕M∕s. The DNA species for
our implementation, including buffering modules, are shown in
Fig. S2 and the possible strand displacement reactions in
Fig. S3. The equations governing our DNA implementation as
derived by using the transforms described in Figs. 2–4 are shown
in Fig. 5B. Simulations shown in Fig. 5C confirm that the DNA
implementation nicely approximates the ideal formal chemical
system. Because Cmax < ∞, deviations between the DNA imple-
mentation and the target system gradually develop, as the deple-
tion of complexes L1, G1, and G2 and the buildup of strands B1

alter the effective rate constants.
We next apply our construction to more complex systems

(Fig. 6). For fastest behavior, all systems are scaled so that the
largest qi or qsj is qmax ¼ 106∕M∕s, and Cmax ¼ 10−5 M, leaving
only one free scaling parameter δ, which determines both imple-
mentation accuracy and the speed of the dynamics. The Orego-
nator limit-cycle oscillator (Fig. 6A) is a simplified model of the
Belousov–Zhabotinsky reaction (43). The DNA implementation
of this system is relatively slow because of the wide range of rate
constants. The chaotic system due to Willamowski and Rössler
(44) exhibits complex concentration fluctuations and is particu-
larly sensitive to perturbations at long time scales (Fig. 6B).
The DNA implementation follows the ideal system relatively well
for a few revolutions around the strange attractor. Fig. 6C
demonstrates the efficacy of our construction for implementing
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includesHSj. It is not hard to show that with the buffering-scaling
factor γ−1 ¼ qmaxðqmax − σÞ−1, setting qsj ¼ γ−1ðσ − σjÞ, and repla-
cing ki by k0i ¼ γ−1ki for the formal rate constants when setting qi
in reactions 2 and 7, we obtain a common buffer fraction γj ¼ γ,
which is exactly compensated for by the γ−1 scaling of formal rate
constants. For initial concentrations cj of formal species Xj, we
start with initial concentrations γ−1cj of DNA strands Xj. Then
all species in esðXjÞ quickly equilibrate yielding ½Xj% ¼ cj.

See SI Text for a summary of our algorithm for compiling an
arbitrary CRN into DNA-based chemistry.

Rescaling for Feasibility and Accuracy
The above procedure will not yield a functional DNA system if
the original formal CRN has infeasibly high reaction rates or con-
centrations. In that case, we scale the system to use lower rate
constants and concentrations while maintaining the same, albeit
scaled, behavior. If ½Xj%ðtÞ are solutions to differential equations
arising from a set of unimolecular and bimolecular reactions,
then β · ½Xj%ðt∕αÞ are solutions to the same set of reactions but
in which we multiply all unimolecular rate constants by 1∕α
and all bimolecular rate constants by 1∕ðα · βÞ. We introduce a
mixed concentration-time-scaling parameter δ with α ¼ δ and
β ¼ 1∕δ, which scales down the concentration and slows down
the dynamics by a factor of δ without increasing the largest rate
constant.

We justified the accuracy of our construction by assuming the
target system operates in a regime with concentrations suffi-
ciently smaller than Cmax, a physically determined parameter.
This may not hold without rescaling, but thankfully, arbitrarily
high accuracy for arbitrarily large duration of interest τ can still
be attained in a regime of smaller concentrations of formal spe-
cies and slowed down dynamics. We prove the convergence of the
DNA-based kinetics with buffer cancellation to the target CRN in
the limit Cmax → ∞ by using singular perturbation theory (27, 42)
(see SI Text). Whereas taking the limit Cmax → ∞ is more math-
ematically convenient, increasing Cmax by a factor of δ is equiva-
lent, up to scaling in concentration of the experimental
implementation, to decreasing all ½Xj% by a factor of δ, decreasing

all formal unimolecular rate constants by a factor of δ, and in-
creasing τ by a factor of δ to simulate the same behavior.

Examples
We illustrate our method on the Lotka–Volterra chemical oscil-
lator shown in Fig. 5A. The concentration oscillations are in the
range of about 0–2. Under typical nucleic-acid experimental con-
ditions, maximal second-order rate constants for strand displace-
ment reactions are about 106∕M∕s, and maximum concentrations
are on the order of 10−5 M. To fit into this regime with reasonable
simulation accuracy and time span, we scale the original system by
a time-scaling factor of α ¼ 300, and a concentration-scaling fac-
tor β ¼ 10−8 employing units of seconds and molar, and use
Cmax ¼ 10−5 M and qmax ¼ 106∕M∕s. The DNA species for
our implementation, including buffering modules, are shown in
Fig. S2 and the possible strand displacement reactions in
Fig. S3. The equations governing our DNA implementation as
derived by using the transforms described in Figs. 2–4 are shown
in Fig. 5B. Simulations shown in Fig. 5C confirm that the DNA
implementation nicely approximates the ideal formal chemical
system. Because Cmax < ∞, deviations between the DNA imple-
mentation and the target system gradually develop, as the deple-
tion of complexes L1, G1, and G2 and the buildup of strands B1

alter the effective rate constants.
We next apply our construction to more complex systems

(Fig. 6). For fastest behavior, all systems are scaled so that the
largest qi or qsj is qmax ¼ 106∕M∕s, and Cmax ¼ 10−5 M, leaving
only one free scaling parameter δ, which determines both imple-
mentation accuracy and the speed of the dynamics. The Orego-
nator limit-cycle oscillator (Fig. 6A) is a simplified model of the
Belousov–Zhabotinsky reaction (43). The DNA implementation
of this system is relatively slow because of the wide range of rate
constants. The chaotic system due to Willamowski and Rössler
(44) exhibits complex concentration fluctuations and is particu-
larly sensitive to perturbations at long time scales (Fig. 6B).
The DNA implementation follows the ideal system relatively well
for a few revolutions around the strange attractor. Fig. 6C
demonstrates the efficacy of our construction for implementing
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Examples of formal CRNs exhibiting different dynamical behaviors in the 
mass action setting (based on numerical solutions to mass action ODEs).

(From PhD Thesis, Niranjan Srinivas )
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Figure 3.1: Examples of formal CRNs exhibiting different dynamical behaviors in the mass action
setting (based on numerical solutions to mass action ODEs). This figure was inspired by one of
David Soloveichik’s slides introducing CRNs.

set of coupled chemical reactions with rate constants [19, 24, 222, 223]. This language of chemical

reaction networks (CRNs) is thus a powerful descriptive tool.

In this section, instead of defining a CRN rigorously, we will loosely define a CRN as a finite set

of chemical reaction equations (with rate constants) between (formal) species. For our purposes,

we will assume that the dynamical behavior of our CRNs are specified by mass action kinetics,

although, as described in Section 1.3, this is not the only choice. Figure 3.1 shows some example

CRNs exhibiting different dynamical behaviors. Note that formal CRNs include open systems,

and that there is no restriction for the number of molecules (“mass”) to be conserved. Physically, a

reaction with the appearance or disappearance of molecules should be interpreted as representing

flows of matter and free energy that are not modeled by the particular formal CRN.

In this thesis, we think of CRNs as a prescriptive programming language rather than a descrip-

tive modeling language. This approach was pioneered by Soloveichik et al. [110], who asked the



- A is rock, 
- B is paper, and 
- C is scissors. 
It has 3 autocatalytic reactions:
   B+A → 2B (paper covers rock), 
   C+B → 2C (scissors cuts paper), and
   A+C → 2A (rock breaks scissors), 
The sum of the species A + B + C is 
conserved. 

 (From PhD Thesis, Niranjan Srinivas)
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Figure 3.1: Examples of formal CRNs exhibiting different dynamical behaviors in the mass action
setting (based on numerical solutions to mass action ODEs). This figure was inspired by one of
David Soloveichik’s slides introducing CRNs.

set of coupled chemical reactions with rate constants [19, 24, 222, 223]. This language of chemical

reaction networks (CRNs) is thus a powerful descriptive tool.

In this section, instead of defining a CRN rigorously, we will loosely define a CRN as a finite set

of chemical reaction equations (with rate constants) between (formal) species. For our purposes,

we will assume that the dynamical behavior of our CRNs are specified by mass action kinetics,

although, as described in Section 1.3, this is not the only choice. Figure 3.1 shows some example

CRNs exhibiting different dynamical behaviors. Note that formal CRNs include open systems,

and that there is no restriction for the number of molecules (“mass”) to be conserved. Physically, a

reaction with the appearance or disappearance of molecules should be interpreted as representing

flows of matter and free energy that are not modeled by the particular formal CRN.

In this thesis, we think of CRNs as a prescriptive programming language rather than a descrip-

tive modeling language. This approach was pioneered by Soloveichik et al. [110], who asked the

Rock-Paper-Scissors 
Oscillator:

• If the rate constants for the three 
autocatalytic reactions are identical, the 
product A × B × C is also conserved.

•  So the dynamics is constrained to be:
• on the intersection of the plane A + B 

+ C = constant and 
• the curve A × B × C = constant 

• But there is no equilibrium on that 
intersection, resulting in characteristic 
triangle-like orbits. 



Overview of CRN-to-DNA implementation:
- Start with a desired dynamical behavior (oscillation, in this case) and a CRN program that 
captures the desired dynamics.
- We then use the CRN-to-DNA scheme described in this chapter to translate the formal CRN 
into a DNA strand displacement implementation, where the formal species are represented 
by single strands of DNA called “signal” species. 

- Desired reactions between signal species are mediated by “fuel” species which provide 
both logic and free-energy for the reaction. 
- Some of the fuel species are multistranded complexes which are pre-prepared and purified. 
In the regime where the fuel species are at high concentration, the signal species 
approximate the dynamics of the formal species in the original CRN. 

- Reactions are performed in “batch reactor” mode, which means that fuel species are not 
replenished. 
(Therefore, the test tube dynamics is expected to deviate from idealized formal CRN 
dynamics.)
(From PhD Thesis, Niranjan Srinivas)
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Figure 3.2: a. Overview of our CRN-to-DNA efforts. We start with a desired dynamical behavior
(oscillation, in this case) and a CRN program that captures the desired dynamics. We then use the
CRN-to-DNA scheme described in this chapter to translate the formal CRN into a DNA strand
displacement implementation, where the formal species are represented by single strands of DNA
called “signal” species. Desired reactions between signal species are mediated by “fuel” species
which provide both logic and free-energy for the reaction. Some of the fuel species are mutli-
stranded complexes which are pre-prepared and purified. In the regime where the fuel species
are at high concentration, the signal species approximate the dynamics of the formal species in the
original CRN. Our reactions are performed in “batch reactor” mode, which means that fuel species
are not replenished. Therefore, the test tube dynamics is expected to deviate from idealized formal
CRN dynamics. b. Domain notation. A “domain” comprises contiguously located bases whose
binding and unbinding occurs as one logical unit. * indicates Watson-Crick complementarity.
Arrows indicate 3’ ends. c. Toehold exchange. “Short” (5-7 nucleotide) domains which bind
fleetingly to their components at room temperature and reversibly co-localize distinct molecules
are called “toeholds”. Here toehold t reversibly co-localizes the molecules to form a three stranded
intermediate, where the two b domains can exchange base pairs by a process called three-way
branch migration. Eventually, either toehold u dissociates (leading to the products) or toehold t
dissociates (leading to the reactants). Notice that the entire process is reversible and toehold u can
also carry out toehold exchange.



Toehold exchange Reaction: “Short” (5-7 nucleotide) domains which bind 
fleetingly to their components at room temperature and reversibly co-localize distinct 
molecules are called “toeholds”. 
- Here toehold t reversibly co-localizes the molecules to form a three stranded 
intermediate, where the two b domains can exchange base pairs by a process called three-
way branch migration. 
- Eventually, either toehold u dissociates (leading to the products) or toehold t dissociates 
(leading to the reactants). 
- Notice that the entire process is reversible and toehold u can also carry out toehold 
exchange.           (From PhD Thesis, Niranjan Srinivas)
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Figure 3.2: a. Overview of our CRN-to-DNA efforts. We start with a desired dynamical behavior
(oscillation, in this case) and a CRN program that captures the desired dynamics. We then use the
CRN-to-DNA scheme described in this chapter to translate the formal CRN into a DNA strand
displacement implementation, where the formal species are represented by single strands of DNA
called “signal” species. Desired reactions between signal species are mediated by “fuel” species
which provide both logic and free-energy for the reaction. Some of the fuel species are mutli-
stranded complexes which are pre-prepared and purified. In the regime where the fuel species
are at high concentration, the signal species approximate the dynamics of the formal species in the
original CRN. Our reactions are performed in “batch reactor” mode, which means that fuel species
are not replenished. Therefore, the test tube dynamics is expected to deviate from idealized formal
CRN dynamics. b. Domain notation. A “domain” comprises contiguously located bases whose
binding and unbinding occurs as one logical unit. * indicates Watson-Crick complementarity.
Arrows indicate 3’ ends. c. Toehold exchange. “Short” (5-7 nucleotide) domains which bind
fleetingly to their components at room temperature and reversibly co-localize distinct molecules
are called “toeholds”. Here toehold t reversibly co-localizes the molecules to form a three stranded
intermediate, where the two b domains can exchange base pairs by a process called three-way
branch migration. Eventually, either toehold u dissociates (leading to the products) or toehold t
dissociates (leading to the reactants). Notice that the entire process is reversible and toehold u can
also carry out toehold exchange.
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Figure 3.2: a. Overview of our CRN-to-DNA efforts. We start with a desired dynamical behavior
(oscillation, in this case) and a CRN program that captures the desired dynamics. We then use the
CRN-to-DNA scheme described in this chapter to translate the formal CRN into a DNA strand
displacement implementation, where the formal species are represented by single strands of DNA
called “signal” species. Desired reactions between signal species are mediated by “fuel” species
which provide both logic and free-energy for the reaction. Some of the fuel species are mutli-
stranded complexes which are pre-prepared and purified. In the regime where the fuel species
are at high concentration, the signal species approximate the dynamics of the formal species in the
original CRN. Our reactions are performed in “batch reactor” mode, which means that fuel species
are not replenished. Therefore, the test tube dynamics is expected to deviate from idealized formal
CRN dynamics. b. Domain notation. A “domain” comprises contiguously located bases whose
binding and unbinding occurs as one logical unit. * indicates Watson-Crick complementarity.
Arrows indicate 3’ ends. c. Toehold exchange. “Short” (5-7 nucleotide) domains which bind
fleetingly to their components at room temperature and reversibly co-localize distinct molecules
are called “toeholds”. Here toehold t reversibly co-localizes the molecules to form a three stranded
intermediate, where the two b domains can exchange base pairs by a process called three-way
branch migration. Eventually, either toehold u dissociates (leading to the products) or toehold t
dissociates (leading to the reactants). Notice that the entire process is reversible and toehold u can
also carry out toehold exchange.

Domain notation: A “domain” 
comprises contiguously located bases 
whose binding and unbinding occurs as 
one logical unit. 
* indicates Watson-Crick complementarity. 
Arrows indicate 3’ ends.



The formal species are represented by single-stranded DNA 
molecules (signal strands): 
- With a history domain in black (versioning unit, e.g. hBr) and a logical unit. 
- The logical unit with three domains: 
      - the first toehold (e.g. fB), 
      - a branch migration region (e.g. mB), and 
      - the second toehold (e.g. sB). 
- Signal strands are designed to not interact with each other. 

- Signal strands with the same logical unit (e.g. Br and Bs) represent the same formal species 
(B) and are designed to behave identically in solution. 

(From PhD Thesis, Niranjan Srinivas)
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Figure 3.3: The formal species are represented by single-stranded DNA molecules (signal strands).
Each signal strand comprises a history domain in black (versioning unit, e.g. hBr) and a logical
unit. The logical unit comprises three domains: the first toehold (e.g. fB), a branch migration
region (e.g. mB), and the second toehold (e.g. sB). Signal strands are designed to not interact with
each other. Signal strands with the same logical unit (e.g. Br and Bs) represent the same formal
species (B) and are designed to behave identically in solution.

behavior that CRNs are capable of (such as oscillations, chaos, etc.), rather than just the steady

state end point, remains elusive.

We now describe our attempt to exploit a modified version of Soloveichik et al. [110]’s CRN-to-

DNA scheme to engineer prescribed dynamical behaviors in chemical systems. Figure 3.2 provides

a pictorial overview of our efforts.

Figure 3.3 illustrates the single-stranded representation of formal species employed by our

scheme. Each formal species (e.g. B) is represented by single strands that contain a history domain

(in black, e.g. hBr) followed by 3 logical domains: a first toehold (e.g. fB), a branch migration

domain (e.g. mB) and a second toehold (e.g. sB). Strands that have identical logical domains (e.g.

Br and Bs) are designed to behave identically in solution, as they both represent formal species B,

regardless of their history domain. The reason for this will become clear once the mechanism for

implementing reactions is illustrated.

Strands representing formal species (“signal strands”) are designed to have orthogonal do-

mains — they are not supposed to interact with each other directly. Desired reactions between

signal strands are mediated by auxiliary species. Some of those auxiliary species are fuel species,

which are present in large excess at the beginning of the reaction and perform the dual functions

of both encoding the logical flow of the desired reactions and providing the required free energy

to drive the intended reactions. This design principle ensures that (i) signal strands do not have

any sequence inter-dependence and (ii) if a formal CRN, say CRN1, is extended to CRN2, then the

DNA implementation of CRN1 may also be extended to a DNA implementation of CRN2 merely



DNA Strand-Displacement Implementation of Cyclic Rock-Paper-Scissors 
Oscillator Module 1: Reaction B + A → 2B. 
- The same mechanism can occur with different versions of B and A. 
- Names of fuel species are enclosed in a dashed box. (From PhD Thesis, Niranjan Srinivas)
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Figure 3.8: Implementation for the reaction B + A æ 2B. The same mechanism can occur with
different versions of B and A. Names of fuel species are enclosed in a dashed box.



Kinetic Model for Simulation of DNA Strand-Displacement 
Implementation of Cyclic Lotka-Volterra Oscillator 
Module 1: Reaction B + A → 2B: 

- Equations above specify the chemical reaction equations in the strand-displacement 
level model for the autocatalytic module B + A → 2B. 

- Each strand displacement and toehold exchange reaction has been modeled as an 
effective bimolecular reaction with a rate constant of ksd = 2 × 10^5 /M /s. 

- This model assumes that unimolecular reactions (including dissociation of toeholds 
and branch migration) are effectively instantaneous. 

- All fuel molecules have an initial concentration of 300 nM and are not replenished.
         (From PhD Thesis, Niranjan Srinivas) 

73

3.3.1 Modeling the DNA implementation

Fig 3.11 shows simulations from a simple model of the DNA implementation of our oscillatory

CRN. Each strand displacement and toehold exchange reaction has been modeled as an effective

bimolecular reaction with a rate constant of ksd = 2 ◊ 105 /M /s. For clarity, equations 3.1 - 3.4

specify the chemical reaction equations in the strand-displacement level model for the autocat-

alytic module B + A æ 2B. The model comprises those equations and similar equations for the

other two autocatalytic modules. This model assumes that unimolecular reactions (including dis-

sociation of toeholds and branch migration) are effectively instantaneous. All fuel molecules have

an initial concentration of 300 nM and are not replenished.

B + React
BABr

ksd
Ω≠æ

ksd
ReactInt

BABr
+ Back

BA
(3.1)

ReactInt
BABr

+ A ksd
≠≠æ Flux

ABr
+ Waste

BA
(3.2)

Flux
ABr

+ Produce
ABrBs

ksd
Ω≠æ

ksd
B + ProduceInt

ABrBs
(3.3)

ProduceInt
ABrBs

+ Helper
BBs

ksd
≠≠æ B + Waste

ABrBs
(3.4)

This simple model shows that the signal strands A, B, and C in the DNA implementation

demonstrate oscillatory behavior before the fuel species (which power the reactions) get depleted

significantly. Therefore, even in ‘batch reactor’ mode where the fuel species are not being replen-

ished, we should in principle be able to engineer oscillatory dynamics which lasts as long as the

fuel species are in significant excess.

3.3.2 Non-idealities in the DNA implementation

The simple model presented above does not include any non-idealities in the DNA implemen-

tation. These non-idealities could be of several different kinds, ranging from different strand

displacement reactions having very different rate constants to spurious “leak” reactions which

compete with desired reaction pathways.

Broadly, there are two classes of non-idealities. The first class refers to those that are a conse-

quence of imperfect molecules, e.g. errors in DNA synthesis or mis-folded complexes. The second

class comprises non-idealities that are unavoidable in our CRN-to-DNA scheme even with per-



The same mechanism can occur with different versions of C and B. 
Names of fuel species are enclosed in a dashed box. (From PhD Thesis, Niranjan Srinivas)
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Figure 3.9: Implementation for the reaction C + B æ 2C. The same mechanism can occur with
different versions of C and B. Names of fuel species are enclosed in a dashed box.

DNA Strand-Displacement Implementation of Cyclic Lotka-Volterra Oscillator 
Module 2: Reaction C + B → 2C. 



The same mechanism can occur with different versions of A and C. 
Names of fuel species are enclosed in a dashed box. (From PhD Thesis, Niranjan Srinivas)
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Figure 3.10: Implementation for the reaction A + C æ 2A. The same mechanism can occur with
different versions of A and C. Names of fuel species are enclosed in a dashed box.

DNA Strand-Displacement Implementation of Cyclic Lotka-Volterra Oscillator 
Module 3: Reaction A + C → 2A. 



c. The plot in (b) with an initial 
concentration of ([A], [B], [C]) 
= (60, 10, 10) nM, all other 
parameters being the same. 
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Figure 3.11: Modeling the DNA implementation of the oscillator at the level of individual strand
displacement and toehold exchange reactions. Equations 3.1 to 3.4, along with similar equations
for the other two modules, specify the model. The fuel species are present at an initial concentra-
tion of 300 nM and are not replenished. a. Concentrations of Produce molecules (dashed lines;
ProduceCApAq in red, ProduceBCjCk in blue, ProduceABrBs in orange) and signal strands as a func-
tion of time starting with an initial concentration of ([A], [B], [C])0 = (30, 10, 10) nM. b. The plot
in (a), zoomed in so that the oscillatory dynamics of the signal strands are visible. c. The plot in
(b) with an initial concentration of ([A], [B], [C])0 = (60, 10, 10) nM, all other parameters being the
same.

Modeling of DNA Strand-Displacement Implementation of Cyclic Rock-Paper-
Scissors Oscillator: Modeling the DNA implementation of the oscillator at the level of individual strand 
displacement and toehold exchange reactions. 
The fuel species are present at an initial concentration of 300 nM and are not replenished
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Figure 3.11: Modeling the DNA implementation of the oscillator at the level of individual strand
displacement and toehold exchange reactions. Equations 3.1 to 3.4, along with similar equations
for the other two modules, specify the model. The fuel species are present at an initial concentra-
tion of 300 nM and are not replenished. a. Concentrations of Produce molecules (dashed lines;
ProduceCApAq in red, ProduceBCjCk in blue, ProduceABrBs in orange) and signal strands as a func-
tion of time starting with an initial concentration of ([A], [B], [C])0 = (30, 10, 10) nM. b. The plot
in (a), zoomed in so that the oscillatory dynamics of the signal strands are visible. c. The plot in
(b) with an initial concentration of ([A], [B], [C])0 = (60, 10, 10) nM, all other parameters being the
same.
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in (a), zoomed in so that the oscillatory dynamics of the signal strands are visible. c. The plot in
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b. The plot in (a), 
zoomed in so that the 
oscillatory dynamics of 
the signal strands are 
visible

a. Concentrations of Product 
molecules (dashed lines; -  --
ProduceCApAq in red, 
ProduceBCjCk in blue, 
ProduceABrBs in orange) and 
signal strands as a function of 
time starting with an initial 
concentration of ([A], [B], [C])0 
= (30, 10, 10) nM.

(From PhD Thesis, Niranjan Srinivas)



Examples of spurious “leak” pathways that 
arise due to blunt-end (zero base toehold) 
strand displacement. 
- These pathways are illustrated in the case 
of the autocatalytic module C + B → 2C but 
can occur with the other modules as well. 
- Locations of invasion are indicated by 
numbered dashed arrows. 
a. The second input (here, Br) can invade 

at locations 1 (the junction) and 2 (the 
end of the helix) in the React species. 
Once strand displacement finishes, the 
Flux molecule may be released and a 
spurious species can be formed. 

b. A similar reaction can happen between 
the Helper species and the Produce species, 
releasing the second output of the Produce 
molecule (here, Ck) and resulting in a 
spurious species. 

c. Spontaneous fraying due to thermal 
fluctuations at the end of the helix in the 
React molecule may enable the Produce 
molecule to invade at at location 5. Strand 
displacement can then result in the release 
of the first output of the produce gate (here, 
Cj) and the formation of a spurious species. 
Notice that all of these spurious species 
shown here are capable of participating in 
some reactions that are also a legitimate 
part of desired reaction pathways. 
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Figure 3.12: Illustrative examples of spurious “leak” pathways that arise due to blunt-end (zero
base toehold) strand displacement. These pathways are illustrated in the case of the autocatalytic
module C + B æ 2C but can occur with the other modules as well. Locations of invasion are
indicated by numbered dashed arrows. a. The second input (here, Br) can invade at locations 1
(the junction) and 2 (the end of the helix) in the React species. Once strand displacement finishes,
the Flux molecule may be released and a spurious species can be formed. b. A similar reaction can
happen between the Helper species and the Produce species, releasing the second output of the
Produce molecule (here, Ck) and resulting in a spurious species. c. Spontaneous fraying due to
thermal fluctuations at the end of the helix in the React molecule may enable the Produce molecule
to invade at at location 5. Strand displacement can then result in the release of the first output of the
produce gate (here, Cj) and the formation of a spurious species. Notice that all of these spurious
species shown here are capable of participating in some reactions that are also a legitimate part of
desired reaction pathways (see Figure 3.13).

Leak Pathways: 

(From PhD Thesis, Niranjan Srinivas)
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inhibition and destruction. We then searched for an experi-
mental model that would allow the generic in vitro imple-
mentation of these three basic events without the need for
the complex gene expression machinery. In a second step, we
used these components to assemble an efficient biochemical
oscillator (Box 1).

Results and discussion

The first element, activation, is achieved by a modification of
an isothermal linear oligodeoxy-nucleotide (hereafter ‘oligo-
mer’) amplification scheme based on the repeated extension/
nicking of one strand of a short DNA duplex (Walker et al,
1992). As the reaction occurs close to the melting temperature
(Tm) of the duplexes, ‘input’ and ‘output’ strands dynamically
dehybridize from the template. This, together with the use of a
polymerase with strand-displacement ability prevents product
inhibition. It also ensures that this element is dynamic
and adjusts the output production rate according to changes
in input concentration.

Inhibition is implemented by oligomers capable of repres-
sing, instead of activating, the production of outputs
by a template. To that purpose, we propose the use of
30-mismatched oligomers, which are poor substrates for
polymerases lacking proofreading ability; however, given a
sufficient number of matching base pairs, they can still form
stable duplexes with the templates. Such ‘inhibitors’ displace
the correct inputs, but fail to trigger the production of
any output.

Destruction, i.e., the continuous removal of the dynamic
species, is compulsory in order to build complex behaviour. In
a closed system this sink function must be chemically
controlled. RecJf, a 50-30, single-strand specific, processive
exonuclease (Han et al, 2006), hydrolyzes oligomers
into inactive monomers and is suitable for this purpose.
Templates should not be destroyed, so they are protected by
phosphorothioate bonds at their 50 end.

In this overall scheme, inputs, outputs and inhibitors are
chemically similar (all are short oligomers), so these network
components can be arbitrarily connected: the output of
one template simply becomes the input or the inhibitor
of another (Box 1).

Chemical oscillators are prototypical examples of interesting
nonlinear systems, but their in vitro design is still difficult
(Epstein and Pojman, 1998; another successful approach is
reported by Kim and Winfree, in this issue). We used the
aforedescribed components to form a network that includes
both a positive and a negative-feedback loop; hence, it is
expected to produce robust oscillations (Stricker et al, 2008).
We then proceeded to the step-by-step experimental assembly
of this system, nicknamed ‘Oligator’.

We first built a one-node network, implementing the
positive-feedback loop, by using a single template (T1) that
consists of a dual repeat of its input’s (a) complementary
sequence. This template is incubated in the presence of a
polymerase and a nicking enzyme, and we monitor the
reaction using a double-strand intercalating dye. As expected,
this elementary network produces an exponential amplifica-
tion of a. However, when the same reaction is combined with
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inhibition and destruction. We then searched for an experi-
mental model that would allow the generic in vitro imple-
mentation of these three basic events without the need for
the complex gene expression machinery. In a second step, we
used these components to assemble an efficient biochemical
oscillator (Box 1).

Results and discussion

The first element, activation, is achieved by a modification of
an isothermal linear oligodeoxy-nucleotide (hereafter ‘oligo-
mer’) amplification scheme based on the repeated extension/
nicking of one strand of a short DNA duplex (Walker et al,
1992). As the reaction occurs close to the melting temperature
(Tm) of the duplexes, ‘input’ and ‘output’ strands dynamically
dehybridize from the template. This, together with the use of a
polymerase with strand-displacement ability prevents product
inhibition. It also ensures that this element is dynamic
and adjusts the output production rate according to changes
in input concentration.

Inhibition is implemented by oligomers capable of repres-
sing, instead of activating, the production of outputs
by a template. To that purpose, we propose the use of
30-mismatched oligomers, which are poor substrates for
polymerases lacking proofreading ability; however, given a
sufficient number of matching base pairs, they can still form
stable duplexes with the templates. Such ‘inhibitors’ displace
the correct inputs, but fail to trigger the production of
any output.

Destruction, i.e., the continuous removal of the dynamic
species, is compulsory in order to build complex behaviour. In
a closed system this sink function must be chemically
controlled. RecJf, a 50-30, single-strand specific, processive
exonuclease (Han et al, 2006), hydrolyzes oligomers
into inactive monomers and is suitable for this purpose.
Templates should not be destroyed, so they are protected by
phosphorothioate bonds at their 50 end.

In this overall scheme, inputs, outputs and inhibitors are
chemically similar (all are short oligomers), so these network
components can be arbitrarily connected: the output of
one template simply becomes the input or the inhibitor
of another (Box 1).

Chemical oscillators are prototypical examples of interesting
nonlinear systems, but their in vitro design is still difficult
(Epstein and Pojman, 1998; another successful approach is
reported by Kim and Winfree, in this issue). We used the
aforedescribed components to form a network that includes
both a positive and a negative-feedback loop; hence, it is
expected to produce robust oscillations (Stricker et al, 2008).
We then proceeded to the step-by-step experimental assembly
of this system, nicknamed ‘Oligator’.

We first built a one-node network, implementing the
positive-feedback loop, by using a single template (T1) that
consists of a dual repeat of its input’s (a) complementary
sequence. This template is incubated in the presence of a
polymerase and a nicking enzyme, and we monitor the
reaction using a double-strand intercalating dye. As expected,
this elementary network produces an exponential amplifica-
tion of a. However, when the same reaction is combined with
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is implemented, but genes are replaced by single-stranded DNA templates,
while dynamic species (RNA and proteins) are replaced by small oligomers
obtained from replication of the templates. (C) Molecular description of the
activation mechanism. The input oligomer a binds to the template and is
elongated by a polymerase. a displays a recognition sequence (in bold), which
allows a nicking endonuclease to nick the newly extended strand. This step
releases the input a, the output strand b and the template, ready for a new
turnover. (D) Inhibition mechanism. The inhibitor Inh is designed to bind strongly
to the template but, due to a pair of mismatches at its 30 end, it is not recognized
as a polymerization primer. Therefore, the template is reversibly sequestered as
an unproductive partial duplex (E) Cascading. Previous activation or inhibition
blocks can be connected to each other by simply matching their sequences
(shown here using a colour code). (F) Implementation, within this framework, of
an oscillator comprising a positive-feedback loop (þ ) and a delayed negative-
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(A) Schematic description of the canonical gene 
regulation pathway.

‘--->‘ Indicates an activation interaction 

‘---|’ Indicates inhibition

 ‘---o’ represents either activation or inhibition

 ‘-+’ indicates decay. 

 (B) A similar architecture is implemented, but 
genes are replaced by single-stranded DNA 
templates, while dynamic species (RNA and 
proteins) are replaced by small oligomers obtained 
from replication of the templates.
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inhibition and destruction. We then searched for an experi-
mental model that would allow the generic in vitro imple-
mentation of these three basic events without the need for
the complex gene expression machinery. In a second step, we
used these components to assemble an efficient biochemical
oscillator (Box 1).

Results and discussion

The first element, activation, is achieved by a modification of
an isothermal linear oligodeoxy-nucleotide (hereafter ‘oligo-
mer’) amplification scheme based on the repeated extension/
nicking of one strand of a short DNA duplex (Walker et al,
1992). As the reaction occurs close to the melting temperature
(Tm) of the duplexes, ‘input’ and ‘output’ strands dynamically
dehybridize from the template. This, together with the use of a
polymerase with strand-displacement ability prevents product
inhibition. It also ensures that this element is dynamic
and adjusts the output production rate according to changes
in input concentration.

Inhibition is implemented by oligomers capable of repres-
sing, instead of activating, the production of outputs
by a template. To that purpose, we propose the use of
30-mismatched oligomers, which are poor substrates for
polymerases lacking proofreading ability; however, given a
sufficient number of matching base pairs, they can still form
stable duplexes with the templates. Such ‘inhibitors’ displace
the correct inputs, but fail to trigger the production of
any output.

Destruction, i.e., the continuous removal of the dynamic
species, is compulsory in order to build complex behaviour. In
a closed system this sink function must be chemically
controlled. RecJf, a 50-30, single-strand specific, processive
exonuclease (Han et al, 2006), hydrolyzes oligomers
into inactive monomers and is suitable for this purpose.
Templates should not be destroyed, so they are protected by
phosphorothioate bonds at their 50 end.

In this overall scheme, inputs, outputs and inhibitors are
chemically similar (all are short oligomers), so these network
components can be arbitrarily connected: the output of
one template simply becomes the input or the inhibitor
of another (Box 1).

Chemical oscillators are prototypical examples of interesting
nonlinear systems, but their in vitro design is still difficult
(Epstein and Pojman, 1998; another successful approach is
reported by Kim and Winfree, in this issue). We used the
aforedescribed components to form a network that includes
both a positive and a negative-feedback loop; hence, it is
expected to produce robust oscillations (Stricker et al, 2008).
We then proceeded to the step-by-step experimental assembly
of this system, nicknamed ‘Oligator’.

We first built a one-node network, implementing the
positive-feedback loop, by using a single template (T1) that
consists of a dual repeat of its input’s (a) complementary
sequence. This template is incubated in the presence of a
polymerase and a nicking enzyme, and we monitor the
reaction using a double-strand intercalating dye. As expected,
this elementary network produces an exponential amplifica-
tion of a. However, when the same reaction is combined with
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elongated by a polymerase. a displays a recognition sequence (in bold), which
allows a nicking endonuclease to nick the newly extended strand. This step
releases the input a, the output strand b and the template, ready for a new
turnover. (D) Inhibition mechanism. The inhibitor Inh is designed to bind strongly
to the template but, due to a pair of mismatches at its 30 end, it is not recognized
as a polymerization primer. Therefore, the template is reversibly sequestered as
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blocks can be connected to each other by simply matching their sequences
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inhibition and destruction. We then searched for an experi-
mental model that would allow the generic in vitro imple-
mentation of these three basic events without the need for
the complex gene expression machinery. In a second step, we
used these components to assemble an efficient biochemical
oscillator (Box 1).

Results and discussion

The first element, activation, is achieved by a modification of
an isothermal linear oligodeoxy-nucleotide (hereafter ‘oligo-
mer’) amplification scheme based on the repeated extension/
nicking of one strand of a short DNA duplex (Walker et al,
1992). As the reaction occurs close to the melting temperature
(Tm) of the duplexes, ‘input’ and ‘output’ strands dynamically
dehybridize from the template. This, together with the use of a
polymerase with strand-displacement ability prevents product
inhibition. It also ensures that this element is dynamic
and adjusts the output production rate according to changes
in input concentration.

Inhibition is implemented by oligomers capable of repres-
sing, instead of activating, the production of outputs
by a template. To that purpose, we propose the use of
30-mismatched oligomers, which are poor substrates for
polymerases lacking proofreading ability; however, given a
sufficient number of matching base pairs, they can still form
stable duplexes with the templates. Such ‘inhibitors’ displace
the correct inputs, but fail to trigger the production of
any output.

Destruction, i.e., the continuous removal of the dynamic
species, is compulsory in order to build complex behaviour. In
a closed system this sink function must be chemically
controlled. RecJf, a 50-30, single-strand specific, processive
exonuclease (Han et al, 2006), hydrolyzes oligomers
into inactive monomers and is suitable for this purpose.
Templates should not be destroyed, so they are protected by
phosphorothioate bonds at their 50 end.

In this overall scheme, inputs, outputs and inhibitors are
chemically similar (all are short oligomers), so these network
components can be arbitrarily connected: the output of
one template simply becomes the input or the inhibitor
of another (Box 1).

Chemical oscillators are prototypical examples of interesting
nonlinear systems, but their in vitro design is still difficult
(Epstein and Pojman, 1998; another successful approach is
reported by Kim and Winfree, in this issue). We used the
aforedescribed components to form a network that includes
both a positive and a negative-feedback loop; hence, it is
expected to produce robust oscillations (Stricker et al, 2008).
We then proceeded to the step-by-step experimental assembly
of this system, nicknamed ‘Oligator’.

We first built a one-node network, implementing the
positive-feedback loop, by using a single template (T1) that
consists of a dual repeat of its input’s (a) complementary
sequence. This template is incubated in the presence of a
polymerase and a nicking enzyme, and we monitor the
reaction using a double-strand intercalating dye. As expected,
this elementary network produces an exponential amplifica-
tion of a. However, when the same reaction is combined with
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description of the canonical gene regulation pathway. (B) A similar architecture
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while dynamic species (RNA and proteins) are replaced by small oligomers
obtained from replication of the templates. (C) Molecular description of the
activation mechanism. The input oligomer a binds to the template and is
elongated by a polymerase. a displays a recognition sequence (in bold), which
allows a nicking endonuclease to nick the newly extended strand. This step
releases the input a, the output strand b and the template, ready for a new
turnover. (D) Inhibition mechanism. The inhibitor Inh is designed to bind strongly
to the template but, due to a pair of mismatches at its 30 end, it is not recognized
as a polymerization primer. Therefore, the template is reversibly sequestered as
an unproductive partial duplex (E) Cascading. Previous activation or inhibition
blocks can be connected to each other by simply matching their sequences
(shown here using a colour code). (F) Implementation, within this framework, of
an oscillator comprising a positive-feedback loop (þ ) and a delayed negative-
feedback loop (").
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(C) Molecular description of the activation mechanism. The input oligomer a binds to the template 
and is elongated by a polymerase. a displays a recognition sequence (in bold), which allows a nicking 
endonuclease to nick the newly extended strand. This step releases the input a, the output strand b 
and the template, ready for a new turnover.

(D) Inhibition mechanism. The inhibitor Inh is designed to bind strongly to the template but, due to a 
pair of mismatches at its 30 end, it is not recognized as a polymerization primer. Therefore, the 

template is reversibly sequestered as an unproductive partial duplex. 
Kevin Montagne, Raphael Plasson, Yasuyuki Sakai, Teruo Fujii and Yannick Rondelez, Programming an in vitro DNA oscillator using a 
molecular networking strategy, Molecular Systems Biology 7; Article number 466; doi:10.1038/msb.2010.120 



(E) Cascading: Previous activation or 
inhibition blocks can be connected to each 
other by simply matching their sequences 
(shown here using a color code). 

(F) Implementation: an oscillator 
comprising a positive-feedback loop (+) 
and a delayed negative- feedback loop (-). 

inhibition and destruction. We then searched for an experi-
mental model that would allow the generic in vitro imple-
mentation of these three basic events without the need for
the complex gene expression machinery. In a second step, we
used these components to assemble an efficient biochemical
oscillator (Box 1).

Results and discussion

The first element, activation, is achieved by a modification of
an isothermal linear oligodeoxy-nucleotide (hereafter ‘oligo-
mer’) amplification scheme based on the repeated extension/
nicking of one strand of a short DNA duplex (Walker et al,
1992). As the reaction occurs close to the melting temperature
(Tm) of the duplexes, ‘input’ and ‘output’ strands dynamically
dehybridize from the template. This, together with the use of a
polymerase with strand-displacement ability prevents product
inhibition. It also ensures that this element is dynamic
and adjusts the output production rate according to changes
in input concentration.

Inhibition is implemented by oligomers capable of repres-
sing, instead of activating, the production of outputs
by a template. To that purpose, we propose the use of
30-mismatched oligomers, which are poor substrates for
polymerases lacking proofreading ability; however, given a
sufficient number of matching base pairs, they can still form
stable duplexes with the templates. Such ‘inhibitors’ displace
the correct inputs, but fail to trigger the production of
any output.

Destruction, i.e., the continuous removal of the dynamic
species, is compulsory in order to build complex behaviour. In
a closed system this sink function must be chemically
controlled. RecJf, a 50-30, single-strand specific, processive
exonuclease (Han et al, 2006), hydrolyzes oligomers
into inactive monomers and is suitable for this purpose.
Templates should not be destroyed, so they are protected by
phosphorothioate bonds at their 50 end.

In this overall scheme, inputs, outputs and inhibitors are
chemically similar (all are short oligomers), so these network
components can be arbitrarily connected: the output of
one template simply becomes the input or the inhibitor
of another (Box 1).

Chemical oscillators are prototypical examples of interesting
nonlinear systems, but their in vitro design is still difficult
(Epstein and Pojman, 1998; another successful approach is
reported by Kim and Winfree, in this issue). We used the
aforedescribed components to form a network that includes
both a positive and a negative-feedback loop; hence, it is
expected to produce robust oscillations (Stricker et al, 2008).
We then proceeded to the step-by-step experimental assembly
of this system, nicknamed ‘Oligator’.

We first built a one-node network, implementing the
positive-feedback loop, by using a single template (T1) that
consists of a dual repeat of its input’s (a) complementary
sequence. This template is incubated in the presence of a
polymerase and a nicking enzyme, and we monitor the
reaction using a double-strand intercalating dye. As expected,
this elementary network produces an exponential amplifica-
tion of a. However, when the same reaction is combined with
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releases the input a, the output strand b and the template, ready for a new
turnover. (D) Inhibition mechanism. The inhibitor Inh is designed to bind strongly
to the template but, due to a pair of mismatches at its 30 end, it is not recognized
as a polymerization primer. Therefore, the template is reversibly sequestered as
an unproductive partial duplex (E) Cascading. Previous activation or inhibition
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inhibition and destruction. We then searched for an experi-
mental model that would allow the generic in vitro imple-
mentation of these three basic events without the need for
the complex gene expression machinery. In a second step, we
used these components to assemble an efficient biochemical
oscillator (Box 1).

Results and discussion

The first element, activation, is achieved by a modification of
an isothermal linear oligodeoxy-nucleotide (hereafter ‘oligo-
mer’) amplification scheme based on the repeated extension/
nicking of one strand of a short DNA duplex (Walker et al,
1992). As the reaction occurs close to the melting temperature
(Tm) of the duplexes, ‘input’ and ‘output’ strands dynamically
dehybridize from the template. This, together with the use of a
polymerase with strand-displacement ability prevents product
inhibition. It also ensures that this element is dynamic
and adjusts the output production rate according to changes
in input concentration.

Inhibition is implemented by oligomers capable of repres-
sing, instead of activating, the production of outputs
by a template. To that purpose, we propose the use of
30-mismatched oligomers, which are poor substrates for
polymerases lacking proofreading ability; however, given a
sufficient number of matching base pairs, they can still form
stable duplexes with the templates. Such ‘inhibitors’ displace
the correct inputs, but fail to trigger the production of
any output.

Destruction, i.e., the continuous removal of the dynamic
species, is compulsory in order to build complex behaviour. In
a closed system this sink function must be chemically
controlled. RecJf, a 50-30, single-strand specific, processive
exonuclease (Han et al, 2006), hydrolyzes oligomers
into inactive monomers and is suitable for this purpose.
Templates should not be destroyed, so they are protected by
phosphorothioate bonds at their 50 end.

In this overall scheme, inputs, outputs and inhibitors are
chemically similar (all are short oligomers), so these network
components can be arbitrarily connected: the output of
one template simply becomes the input or the inhibitor
of another (Box 1).

Chemical oscillators are prototypical examples of interesting
nonlinear systems, but their in vitro design is still difficult
(Epstein and Pojman, 1998; another successful approach is
reported by Kim and Winfree, in this issue). We used the
aforedescribed components to form a network that includes
both a positive and a negative-feedback loop; hence, it is
expected to produce robust oscillations (Stricker et al, 2008).
We then proceeded to the step-by-step experimental assembly
of this system, nicknamed ‘Oligator’.

We first built a one-node network, implementing the
positive-feedback loop, by using a single template (T1) that
consists of a dual repeat of its input’s (a) complementary
sequence. This template is incubated in the presence of a
polymerase and a nicking enzyme, and we monitor the
reaction using a double-strand intercalating dye. As expected,
this elementary network produces an exponential amplifica-
tion of a. However, when the same reaction is combined with
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Experiments: Reactions shown were performed at 38.51C, initiated with 0.1 nM a and 
monitored (ex. 490 nM; em. 510 nM) using EvaGreen- induced fluorescence.

the exonuclease destruction reaction, a steady state, where a is
dynamically produced and destroyed, is reached after the
initial transient phase (Figure 1A).

Next, we complemented the network with an inhibitory
interaction. We designed the 30-mismatched inhibitor (Inh) to
displace a from T1: Inh’s higher binding constant and toeholds
(Zhang and Winfree, 2009) allow it to bind strongly and
quickly to T1 even in the presence of a. Experimentally,
increasing (Inh) significantly decreased the amplification
rate of a (Figure 1B). However, Inh can be destroyed in the
presence of the exonuclease, resulting in an eventual release
of the inhibition (Supplementary Figure S1).

Finally, we connected the production of Inh to the presence
of a to close the negative-feedback loop. Because stable
oscillations require a delay in this loop (Novák and Tyson,
2008), we inserted an intermediate species, b, between a and
Inh: template T2 produces b from a and template T3 gives
Inh from b. Altogether, T1, T2 and T3 experimentally encode
the network shown in Figure 1F.

After assembling all components and triggering the reaction,
sustained oscillations indeed emerge (Figure 1C). Depending
on experimental conditions, we could detect up to 40 cycles
with a period ranging from one to several hours; eventually,
the reaction either stabilized or diverged. Note that, in a closed
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Figure 1 Experimental assembly. All the reactions shown were performed at 38.51C, initiated with 0.1 nM a and monitored (ex. 490 nM; em. 510 nM) using EvaGreen-
induced fluorescence. (A) One-node positive-feedback loop (autocatalytic module). In the presence of Bst Polymerase (80 U ml!1) and nicking enzyme Nt.bstNBI
(200 U ml!1), template T1 (60 nM) performs an exponential amplification of its input a. The fluorescence reaches a plateau when the template gets saturated with a.
The low subsequent increase is due to the accumulation of single-stranded a, weakly fluorescent in these conditions. In the presence of exonuclease RecJf (30 U ml!1),
the reaction reaches a flat steady state instead. (B) Inhibited amplification. Increasing amounts of inhibitor (from 0 to 1 eq. of T1) decrease the amplification rate of the
previous system (!RecJf). (C) Oscillator. Production of Inh is connected to the presence of a as in Figure 1F. This three-templates (T1 and T3: 30 nM; T2: 5 nM) three-
enzymes (Bst, Nt.BstNBI, RecJf) system produces sustained fluorescent oscillations with a period of 100 min, in good agreement with the predicted evolution of the total
concentration of base pairs (D).
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the exonuclease destruction reaction, a steady state, where a is
dynamically produced and destroyed, is reached after the
initial transient phase (Figure 1A).

Next, we complemented the network with an inhibitory
interaction. We designed the 30-mismatched inhibitor (Inh) to
displace a from T1: Inh’s higher binding constant and toeholds
(Zhang and Winfree, 2009) allow it to bind strongly and
quickly to T1 even in the presence of a. Experimentally,
increasing (Inh) significantly decreased the amplification
rate of a (Figure 1B). However, Inh can be destroyed in the
presence of the exonuclease, resulting in an eventual release
of the inhibition (Supplementary Figure S1).

Finally, we connected the production of Inh to the presence
of a to close the negative-feedback loop. Because stable
oscillations require a delay in this loop (Novák and Tyson,
2008), we inserted an intermediate species, b, between a and
Inh: template T2 produces b from a and template T3 gives
Inh from b. Altogether, T1, T2 and T3 experimentally encode
the network shown in Figure 1F.

After assembling all components and triggering the reaction,
sustained oscillations indeed emerge (Figure 1C). Depending
on experimental conditions, we could detect up to 40 cycles
with a period ranging from one to several hours; eventually,
the reaction either stabilized or diverged. Note that, in a closed
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Figure 1 Experimental assembly. All the reactions shown were performed at 38.51C, initiated with 0.1 nM a and monitored (ex. 490 nM; em. 510 nM) using EvaGreen-
induced fluorescence. (A) One-node positive-feedback loop (autocatalytic module). In the presence of Bst Polymerase (80 U ml!1) and nicking enzyme Nt.bstNBI
(200 U ml!1), template T1 (60 nM) performs an exponential amplification of its input a. The fluorescence reaches a plateau when the template gets saturated with a.
The low subsequent increase is due to the accumulation of single-stranded a, weakly fluorescent in these conditions. In the presence of exonuclease RecJf (30 U ml!1),
the reaction reaches a flat steady state instead. (B) Inhibited amplification. Increasing amounts of inhibitor (from 0 to 1 eq. of T1) decrease the amplification rate of the
previous system (!RecJf). (C) Oscillator. Production of Inh is connected to the presence of a as in Figure 1F. This three-templates (T1 and T3: 30 nM; T2: 5 nM) three-
enzymes (Bst, Nt.BstNBI, RecJf) system produces sustained fluorescent oscillations with a period of 100 min, in good agreement with the predicted evolution of the total
concentration of base pairs (D).
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(A) One-node positive-feedback loop (autocatalytic module): 
- In the presence of Bst Polymerase (80 U ml 1) and nicking enzyme Nt.bstNBI (200 U ml 1), template T

1 
(60 nM) performs an - 

exponential amplification of its input a. 
- The fluorescence reaches a plateau when the template gets saturated with a. 
- The low subsequent increase is due to the accumulation of single-stranded a, weakly fluorescent in these conditions. 
- In the presence of exonuclease RecJ

f 
(30 U ml 1), the reaction reaches a flat steady state instead. 

(B) Inhibited amplification: Increasing amounts of inhibitor (from 0 to 1 eq. of T
1

) decreases the 

amplification rate of the previous system ( RecJ
f
). 



the exonuclease destruction reaction, a steady state, where a is
dynamically produced and destroyed, is reached after the
initial transient phase (Figure 1A).

Next, we complemented the network with an inhibitory
interaction. We designed the 30-mismatched inhibitor (Inh) to
displace a from T1: Inh’s higher binding constant and toeholds
(Zhang and Winfree, 2009) allow it to bind strongly and
quickly to T1 even in the presence of a. Experimentally,
increasing (Inh) significantly decreased the amplification
rate of a (Figure 1B). However, Inh can be destroyed in the
presence of the exonuclease, resulting in an eventual release
of the inhibition (Supplementary Figure S1).

Finally, we connected the production of Inh to the presence
of a to close the negative-feedback loop. Because stable
oscillations require a delay in this loop (Novák and Tyson,
2008), we inserted an intermediate species, b, between a and
Inh: template T2 produces b from a and template T3 gives
Inh from b. Altogether, T1, T2 and T3 experimentally encode
the network shown in Figure 1F.

After assembling all components and triggering the reaction,
sustained oscillations indeed emerge (Figure 1C). Depending
on experimental conditions, we could detect up to 40 cycles
with a period ranging from one to several hours; eventually,
the reaction either stabilized or diverged. Note that, in a closed
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Figure 1 Experimental assembly. All the reactions shown were performed at 38.51C, initiated with 0.1 nM a and monitored (ex. 490 nM; em. 510 nM) using EvaGreen-
induced fluorescence. (A) One-node positive-feedback loop (autocatalytic module). In the presence of Bst Polymerase (80 U ml!1) and nicking enzyme Nt.bstNBI
(200 U ml!1), template T1 (60 nM) performs an exponential amplification of its input a. The fluorescence reaches a plateau when the template gets saturated with a.
The low subsequent increase is due to the accumulation of single-stranded a, weakly fluorescent in these conditions. In the presence of exonuclease RecJf (30 U ml!1),
the reaction reaches a flat steady state instead. (B) Inhibited amplification. Increasing amounts of inhibitor (from 0 to 1 eq. of T1) decrease the amplification rate of the
previous system (!RecJf). (C) Oscillator. Production of Inh is connected to the presence of a as in Figure 1F. This three-templates (T1 and T3: 30 nM; T2: 5 nM) three-
enzymes (Bst, Nt.BstNBI, RecJf) system produces sustained fluorescent oscillations with a period of 100 min, in good agreement with the predicted evolution of the total
concentration of base pairs (D).
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the exonuclease destruction reaction, a steady state, where a is
dynamically produced and destroyed, is reached after the
initial transient phase (Figure 1A).

Next, we complemented the network with an inhibitory
interaction. We designed the 30-mismatched inhibitor (Inh) to
displace a from T1: Inh’s higher binding constant and toeholds
(Zhang and Winfree, 2009) allow it to bind strongly and
quickly to T1 even in the presence of a. Experimentally,
increasing (Inh) significantly decreased the amplification
rate of a (Figure 1B). However, Inh can be destroyed in the
presence of the exonuclease, resulting in an eventual release
of the inhibition (Supplementary Figure S1).

Finally, we connected the production of Inh to the presence
of a to close the negative-feedback loop. Because stable
oscillations require a delay in this loop (Novák and Tyson,
2008), we inserted an intermediate species, b, between a and
Inh: template T2 produces b from a and template T3 gives
Inh from b. Altogether, T1, T2 and T3 experimentally encode
the network shown in Figure 1F.

After assembling all components and triggering the reaction,
sustained oscillations indeed emerge (Figure 1C). Depending
on experimental conditions, we could detect up to 40 cycles
with a period ranging from one to several hours; eventually,
the reaction either stabilized or diverged. Note that, in a closed
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Figure 1 Experimental assembly. All the reactions shown were performed at 38.51C, initiated with 0.1 nM a and monitored (ex. 490 nM; em. 510 nM) using EvaGreen-
induced fluorescence. (A) One-node positive-feedback loop (autocatalytic module). In the presence of Bst Polymerase (80 U ml!1) and nicking enzyme Nt.bstNBI
(200 U ml!1), template T1 (60 nM) performs an exponential amplification of its input a. The fluorescence reaches a plateau when the template gets saturated with a.
The low subsequent increase is due to the accumulation of single-stranded a, weakly fluorescent in these conditions. In the presence of exonuclease RecJf (30 U ml!1),
the reaction reaches a flat steady state instead. (B) Inhibited amplification. Increasing amounts of inhibitor (from 0 to 1 eq. of T1) decrease the amplification rate of the
previous system (!RecJf). (C) Oscillator. Production of Inh is connected to the presence of a as in Figure 1F. This three-templates (T1 and T3: 30 nM; T2: 5 nM) three-
enzymes (Bst, Nt.BstNBI, RecJf) system produces sustained fluorescent oscillations with a period of 100 min, in good agreement with the predicted evolution of the total
concentration of base pairs (D).

Programming an in vitro DNA oscillator
K Montagne et al

& 2011 EMBO and Macmillan Publishers Limited Molecular Systems Biology 2011 3

the exonuclease destruction reaction, a steady state, where a is
dynamically produced and destroyed, is reached after the
initial transient phase (Figure 1A).

Next, we complemented the network with an inhibitory
interaction. We designed the 30-mismatched inhibitor (Inh) to
displace a from T1: Inh’s higher binding constant and toeholds
(Zhang and Winfree, 2009) allow it to bind strongly and
quickly to T1 even in the presence of a. Experimentally,
increasing (Inh) significantly decreased the amplification
rate of a (Figure 1B). However, Inh can be destroyed in the
presence of the exonuclease, resulting in an eventual release
of the inhibition (Supplementary Figure S1).

Finally, we connected the production of Inh to the presence
of a to close the negative-feedback loop. Because stable
oscillations require a delay in this loop (Novák and Tyson,
2008), we inserted an intermediate species, b, between a and
Inh: template T2 produces b from a and template T3 gives
Inh from b. Altogether, T1, T2 and T3 experimentally encode
the network shown in Figure 1F.

After assembling all components and triggering the reaction,
sustained oscillations indeed emerge (Figure 1C). Depending
on experimental conditions, we could detect up to 40 cycles
with a period ranging from one to several hours; eventually,
the reaction either stabilized or diverged. Note that, in a closed
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Figure 1 Experimental assembly. All the reactions shown were performed at 38.51C, initiated with 0.1 nM a and monitored (ex. 490 nM; em. 510 nM) using EvaGreen-
induced fluorescence. (A) One-node positive-feedback loop (autocatalytic module). In the presence of Bst Polymerase (80 U ml!1) and nicking enzyme Nt.bstNBI
(200 U ml!1), template T1 (60 nM) performs an exponential amplification of its input a. The fluorescence reaches a plateau when the template gets saturated with a.
The low subsequent increase is due to the accumulation of single-stranded a, weakly fluorescent in these conditions. In the presence of exonuclease RecJf (30 U ml!1),
the reaction reaches a flat steady state instead. (B) Inhibited amplification. Increasing amounts of inhibitor (from 0 to 1 eq. of T1) decrease the amplification rate of the
previous system (!RecJf). (C) Oscillator. Production of Inh is connected to the presence of a as in Figure 1F. This three-templates (T1 and T3: 30 nM; T2: 5 nM) three-
enzymes (Bst, Nt.BstNBI, RecJf) system produces sustained fluorescent oscillations with a period of 100 min, in good agreement with the predicted evolution of the total
concentration of base pairs (D).
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(C) Oscillator. 
- Production of Inh is connected to the presence of a as in Figure 1F. 
- This three-templates (T

1 
and T

3
: 30 nM; T

2
: 5 nM) three- enzymes (Bst, 

Nt.BstNBI, RecJ
f
) system produces sustained fluorescent oscillations with a 

period of 100 min.

- Agrees with predicted evolution of total concentration of base pairs (D).
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Schematics for vitro transcriptional oscillators. 
(A) Reaction diagram for the two-switch 
negative-feedback oscillator. 
- On the top left is a block diagram, wherein arrowheads 
indicate activation or production and circular ends indicate 
inhibition.
- The block diagram corresponds to the detailed diagram 
as highlighted by gray shading:
- T21A1 (ON-state switch Sw21) and T21 (OFF-state switch 
Sw21) are summarized by the Sw21 block;
- RNA inhibitor rI2, together with its threshold, DNA 
activator A2, and their complex, A2rI2, is summarized by 
the rI2 block; and 
- similarly for the Sw12 and rA1 blocks. 
Coloring:- The sequence domains are color coded to 
indicate identical or complementary sequences; for the 
switch templates, the dark blue sequence domain inside 
the rectangle indicates the T7 RNAP promoter sequence 
with arrows pointing in the direction of transcription, with 
transcription domains indicated by light blue dashed 
circles.
- Transcription by RNAP is shown as black dashed arrows - 
Degradation of RNA within RNA-DNA hybrids by RNase H is 
shown as black dotted arrows. 

there is always a fast kinetic pathway to the end state of the
hybridization reactions.

These four hybridization reactions can be assembled to
create either an inhibitable switch (Figure 1A, right and
bottom) with a threshold set by the total concentration of its
DNA activator strand (Figure 1C, bottom) or an activatable
switch (Figure 1A, left and top) with a threshold set by its
DNA inhibitor strand concentration (Figure 1C, top). (In an
activatable switch, the DNA activator strand concentration
should be roughly comparable with the template concentra-
tion; it should be at least as high, so that all the templates can

be turned ON, but it need not be higher, as excess activator
merely disables a stoichiometric amount of inhibitor. Follow-
ing Subsoontorn et al (2011), activatable switches were
designed to use indirect activation because direct comple-
mentation of the missing promoter region by an ssRNA
activator would have resulted in a weaker activation than that
provided by an ssDNA activator (McGinness and Joyce, 2002).
Conceptually, species are separated into those involving a
single signal species (Figure 1A, left and right)—which we call
a signal block—and those involving the transcription of one
signal species regulated by a second (Figure 1A, top and
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Figure 1 Schematics for in vitro transcriptional oscillators. (A) Reaction diagram for the two-switch negative-feedback oscillator (Design I). On the top left is a block
diagram, wherein arrowheads indicate activation or production and circular ends indicate inhibition. The block diagram corresponds to the detailed diagram as
highlighted by gray shading: T21A1 (ON-state switch Sw21) and T21 (OFF-state switch Sw21) are summarized by the Sw21 block; RNA inhibitor rI2, together with its
threshold, DNA activator A2, and their complex, A2rI2, is summarized by the rI2 block; and similarly for the Sw12 and rA1 blocks. The sequence domains are color coded
to indicate identical or complementary sequences; for the switch templates, the dark blue sequence domain inside the rectangle indicates the T7 RNAP promoter
sequence with arrows pointing in the direction of transcription, with transcription domains indicated by light blue dashed circles. For fluorescence monitoring, OFF-state
switches are labeled with fluorophores, T21 with Texas Red (red circle) and T12 with TAMRA (green circle), and both activators A1 and A2 are labeled with Iowa Black
RQ quenchers (black circle). Four types of hybridization reactions are indicated by arrows: activation (magenta), inhibition (orange), annihilation (brown), and release
(blue). Hybridization reactions are reversible; the arrowhead corresponds to the thermodynamically favorable direction, and the reverse reactions are expected to be so
slow as to be negligible (Wetmur, 1991; Yurke and Mills, 2003; Zhang and Winfree, 2009). Transcription by RNAP is shown as black dashed arrows and degradation of
RNA within RNA-DNA hybrids by RNase H is shown as black dotted arrows. DNA and RNA sequences of single-stranded species and complexes for all three oscillators
are shown in Supplementary Figure S1. (B) List of hybridization and enzyme reactions. See Supplementary information section 1.4 for details. (C) Theoretical end states
of hybridization reactions in the absence of enzymes. As the input RNA inhibitor rI2 concentration increases, initially the free DNA activator A2 is consumed without
affecting switch state. When all free A2 is consumed (i.e., [rI2]¼[A2tot]–[T12tot]), rI2 displaces A2 from the T12A2 complex in stoichiometric amounts until all A2 is
consumed (i.e., [rI2]¼[A2tot]), resulting in a piecewise linear graph. Similarly, the response of switch Sw21 to rA1 input is a piecewise linear graph. See Supplementary
information section 1.1 for details. (D) Block diagrams for the amplified negative-feedback oscillator (Design II) and the three-switch ring oscillator (Design III).
See Supplementary Figures S2 and S3 for detailed reaction diagrams.
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- Hybridization reactions are reversible; the arrowhead corresponds to the thermodynamically favorable direction, and the 
reverse reactions are expected to be so slow as to be negligible

For fluorescence monitoring:
- OFF-state switches are labeled with fluorophores, T21 with Texas Red (red circle) and T12 with TAMRA (green circle), and 
both activators A1 and A2 are labeled with Iowa Black RQ quenchers (black circle). 
- Four types of hybridization reactions are indicated by arrows: activation (magenta), inhibition (orange), annihilation 
(brown), and release (blue). 



(B) List of hybridization and enzyme 
reactions. 

(C) Theoretical end states of 
hybridization reactions in the absence 
of enzymes. 
- As the input RNA inhibitor rI2 concentration 
increases, initially the free DNA activator A2 is 
consumed without affecting switch state.

- When all free A2 is consumed (i.e., 
[rI2]1⁄4[A2tot]–[T12tot]), rI2 displaces A2 from the 
T12A2 complex in stoichiometric amounts until all 
A2 is consumed (i.e., [rI2]1⁄4[A2tot]), resulting in a 
piecewise linear graph. 

- Similarly, the response of switch Sw21 to rA1 
input is a piecewise linear graph. 

there is always a fast kinetic pathway to the end state of the
hybridization reactions.

These four hybridization reactions can be assembled to
create either an inhibitable switch (Figure 1A, right and
bottom) with a threshold set by the total concentration of its
DNA activator strand (Figure 1C, bottom) or an activatable
switch (Figure 1A, left and top) with a threshold set by its
DNA inhibitor strand concentration (Figure 1C, top). (In an
activatable switch, the DNA activator strand concentration
should be roughly comparable with the template concentra-
tion; it should be at least as high, so that all the templates can

be turned ON, but it need not be higher, as excess activator
merely disables a stoichiometric amount of inhibitor. Follow-
ing Subsoontorn et al (2011), activatable switches were
designed to use indirect activation because direct comple-
mentation of the missing promoter region by an ssRNA
activator would have resulted in a weaker activation than that
provided by an ssDNA activator (McGinness and Joyce, 2002).
Conceptually, species are separated into those involving a
single signal species (Figure 1A, left and right)—which we call
a signal block—and those involving the transcription of one
signal species regulated by a second (Figure 1A, top and
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Figure 1 Schematics for in vitro transcriptional oscillators. (A) Reaction diagram for the two-switch negative-feedback oscillator (Design I). On the top left is a block
diagram, wherein arrowheads indicate activation or production and circular ends indicate inhibition. The block diagram corresponds to the detailed diagram as
highlighted by gray shading: T21A1 (ON-state switch Sw21) and T21 (OFF-state switch Sw21) are summarized by the Sw21 block; RNA inhibitor rI2, together with its
threshold, DNA activator A2, and their complex, A2rI2, is summarized by the rI2 block; and similarly for the Sw12 and rA1 blocks. The sequence domains are color coded
to indicate identical or complementary sequences; for the switch templates, the dark blue sequence domain inside the rectangle indicates the T7 RNAP promoter
sequence with arrows pointing in the direction of transcription, with transcription domains indicated by light blue dashed circles. For fluorescence monitoring, OFF-state
switches are labeled with fluorophores, T21 with Texas Red (red circle) and T12 with TAMRA (green circle), and both activators A1 and A2 are labeled with Iowa Black
RQ quenchers (black circle). Four types of hybridization reactions are indicated by arrows: activation (magenta), inhibition (orange), annihilation (brown), and release
(blue). Hybridization reactions are reversible; the arrowhead corresponds to the thermodynamically favorable direction, and the reverse reactions are expected to be so
slow as to be negligible (Wetmur, 1991; Yurke and Mills, 2003; Zhang and Winfree, 2009). Transcription by RNAP is shown as black dashed arrows and degradation of
RNA within RNA-DNA hybrids by RNase H is shown as black dotted arrows. DNA and RNA sequences of single-stranded species and complexes for all three oscillators
are shown in Supplementary Figure S1. (B) List of hybridization and enzyme reactions. See Supplementary information section 1.4 for details. (C) Theoretical end states
of hybridization reactions in the absence of enzymes. As the input RNA inhibitor rI2 concentration increases, initially the free DNA activator A2 is consumed without
affecting switch state. When all free A2 is consumed (i.e., [rI2]¼[A2tot]–[T12tot]), rI2 displaces A2 from the T12A2 complex in stoichiometric amounts until all A2 is
consumed (i.e., [rI2]¼[A2tot]), resulting in a piecewise linear graph. Similarly, the response of switch Sw21 to rA1 input is a piecewise linear graph. See Supplementary
information section 1.1 for details. (D) Block diagrams for the amplified negative-feedback oscillator (Design II) and the three-switch ring oscillator (Design III).
See Supplementary Figures S2 and S3 for detailed reaction diagrams.
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there is always a fast kinetic pathway to the end state of the
hybridization reactions.

These four hybridization reactions can be assembled to
create either an inhibitable switch (Figure 1A, right and
bottom) with a threshold set by the total concentration of its
DNA activator strand (Figure 1C, bottom) or an activatable
switch (Figure 1A, left and top) with a threshold set by its
DNA inhibitor strand concentration (Figure 1C, top). (In an
activatable switch, the DNA activator strand concentration
should be roughly comparable with the template concentra-
tion; it should be at least as high, so that all the templates can

be turned ON, but it need not be higher, as excess activator
merely disables a stoichiometric amount of inhibitor. Follow-
ing Subsoontorn et al (2011), activatable switches were
designed to use indirect activation because direct comple-
mentation of the missing promoter region by an ssRNA
activator would have resulted in a weaker activation than that
provided by an ssDNA activator (McGinness and Joyce, 2002).
Conceptually, species are separated into those involving a
single signal species (Figure 1A, left and right)—which we call
a signal block—and those involving the transcription of one
signal species regulated by a second (Figure 1A, top and
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Figure 1 Schematics for in vitro transcriptional oscillators. (A) Reaction diagram for the two-switch negative-feedback oscillator (Design I). On the top left is a block
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highlighted by gray shading: T21A1 (ON-state switch Sw21) and T21 (OFF-state switch Sw21) are summarized by the Sw21 block; RNA inhibitor rI2, together with its
threshold, DNA activator A2, and their complex, A2rI2, is summarized by the rI2 block; and similarly for the Sw12 and rA1 blocks. The sequence domains are color coded
to indicate identical or complementary sequences; for the switch templates, the dark blue sequence domain inside the rectangle indicates the T7 RNAP promoter
sequence with arrows pointing in the direction of transcription, with transcription domains indicated by light blue dashed circles. For fluorescence monitoring, OFF-state
switches are labeled with fluorophores, T21 with Texas Red (red circle) and T12 with TAMRA (green circle), and both activators A1 and A2 are labeled with Iowa Black
RQ quenchers (black circle). Four types of hybridization reactions are indicated by arrows: activation (magenta), inhibition (orange), annihilation (brown), and release
(blue). Hybridization reactions are reversible; the arrowhead corresponds to the thermodynamically favorable direction, and the reverse reactions are expected to be so
slow as to be negligible (Wetmur, 1991; Yurke and Mills, 2003; Zhang and Winfree, 2009). Transcription by RNAP is shown as black dashed arrows and degradation of
RNA within RNA-DNA hybrids by RNase H is shown as black dotted arrows. DNA and RNA sequences of single-stranded species and complexes for all three oscillators
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See Supplementary Figures S2 and S3 for detailed reaction diagrams.
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there is always a fast kinetic pathway to the end state of the
hybridization reactions.

These four hybridization reactions can be assembled to
create either an inhibitable switch (Figure 1A, right and
bottom) with a threshold set by the total concentration of its
DNA activator strand (Figure 1C, bottom) or an activatable
switch (Figure 1A, left and top) with a threshold set by its
DNA inhibitor strand concentration (Figure 1C, top). (In an
activatable switch, the DNA activator strand concentration
should be roughly comparable with the template concentra-
tion; it should be at least as high, so that all the templates can

be turned ON, but it need not be higher, as excess activator
merely disables a stoichiometric amount of inhibitor. Follow-
ing Subsoontorn et al (2011), activatable switches were
designed to use indirect activation because direct comple-
mentation of the missing promoter region by an ssRNA
activator would have resulted in a weaker activation than that
provided by an ssDNA activator (McGinness and Joyce, 2002).
Conceptually, species are separated into those involving a
single signal species (Figure 1A, left and right)—which we call
a signal block—and those involving the transcription of one
signal species regulated by a second (Figure 1A, top and
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slow as to be negligible (Wetmur, 1991; Yurke and Mills, 2003; Zhang and Winfree, 2009). Transcription by RNAP is shown as black dashed arrows and degradation of
RNA within RNA-DNA hybrids by RNase H is shown as black dotted arrows. DNA and RNA sequences of single-stranded species and complexes for all three oscillators
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of hybridization reactions in the absence of enzymes. As the input RNA inhibitor rI2 concentration increases, initially the free DNA activator A2 is consumed without
affecting switch state. When all free A2 is consumed (i.e., [rI2]¼[A2tot]–[T12tot]), rI2 displaces A2 from the T12A2 complex in stoichiometric amounts until all A2 is
consumed (i.e., [rI2]¼[A2tot]), resulting in a piecewise linear graph. Similarly, the response of switch Sw21 to rA1 input is a piecewise linear graph. See Supplementary
information section 1.1 for details. (D) Block diagrams for the amplified negative-feedback oscillator (Design II) and the three-switch ring oscillator (Design III).
See Supplementary Figures S2 and S3 for detailed reaction diagrams.
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Simple model characterization and experimental results of the two-
switch negative-feedback oscillator (Design I). 
- The phase diagram of dynamic behaviors shows two domains with respect to changes in a and b 
(unitless parameters proportional to [T12tot] and [T21tot]) versus n and m (apparent Hill exponents of 
the activation and inhibition functions). 
- (a, b) Phase portraits using unitless dynamic variables proportional to [rA1] and [rI2], x and y. The 
nullclines for x (violet lines) and y (black lines) are superimposed with temporal trajectories (cyan 
lines). There are fixed points where x and y nullclines intersect; stable (gray circle) and unstable (red 
circle) fixed points are marked. 
- The system exhibits (a) limit cycle oscillation or (b) damped oscillation to a monostable steady state. 
- Parameters are [T12tot]1⁄4[T21tot]1⁄4[A1tot]1⁄4 100 nM, KA1⁄4KI1⁄41 mM, n1⁄4m1⁄45, t1⁄4500 s, 
g1⁄41, kd1⁄40.002/s, and respectively kp1⁄40.04/s or kp1⁄40.025/s. 
- In experiments, normalized fluorescence time courses measured the percent OFF-state switch Sw12 
(TAMRA-labeled T12, green) and the percent OFF-state switch Sw21 (Texas Red-labeled T21, red).

threshold, u¼[T12A2]/[T12tot] is the fraction of Sw12 in the
ON state, v¼[T21A1]/[T21tot] is the fraction of Sw21 in the ON
state, s¼t/t rescales time; in addition to these non-dimensional
dynamic variables, there are new non-dimensional parameters
g ¼ 1

kd "t, a ¼ 1
KA

kp

kd
½T12tot$, and b ¼ 1

KI

kp

kd
½T21tot$. Up to linear

scaling, system behavior depends only on a, b, g, n, and m.
To visualize the oscillator behavior, we project onto the

x–y plane. (We did not use the u–v plane, which would be
more directly comparable to experimental fluorescence data,
because u and v quickly saturate as x and y move away from
their respective thresholds.) The steady-state solution can then
be found easily by plotting the nullclines dx/ds¼0 and dy/
ds¼0 with u and v determined by solving du/ds¼0 and dv/
ds¼0. Figure 2, (a) and (b), show nullclines, steady state,
and sample trajectories for parameters that yield oscillating
and non-oscillating behaviors, respectively. The stability of a
steady state can be determined by computing eigenvalues of
linearized reaction equations—and in this case, an unstable
steady state leads to limit cycle oscillations (see Supplemen-
tary information section 1.1). Interestingly, if gc1 or g{1,
i.e., hybridization is either much faster or much slower than
RNase H degradation, then the system is essentially two-
dimensional and cannot oscillate (see Supplementary infor-
mation section 1.1 and Novák and Tyson, 2008). Thus,
experimentally we must aim for gE1, and further treatment
of the simple model will assume this. We are left with a four-
dimensional parameter space; the oscillatory regime can be

identified numerically and visualized in two-dimensional
cross-sections, e.g., assuming a¼b and n¼m (Figure 2, center,
and Supplementary information section 1.1).

While insightful for basic phenomena, this simple model
neglects important details of the experimental system, such as
asymmetries between switches and the complexities of
enzyme and hybridization reactions, and therefore is insuffi-
cient for quantitative modeling or for selection of experimental
conditions. Specifically, as reaction rate constants are not
under our control (unless we redesign the molecules), we can
only adjust system parameters by varying the concentrations
of enzymes and DNA species; to identify experimental
conditions that yield oscillations, we need an accurate model
that works directly with these concentration parameters.
Therefore, we developed a mathematical model, termed the
‘detailed model’, derived from the reaction mechanisms
shown in Figure 1, using the Michaelis—Menten model for
enzyme reactions (see Supplementary information section 1.4).

Recognizing uncertainties both in the model and rate
constants from previous studies (Kim et al, 2006; Subsoontorn
et al, 2011), we selected experimental DNA and enzyme
concentrations based on the robustness with which they
elicited oscillatory behavior in the detailed model. To do so, we
used a straightforward random sampling technique inspired
by stochastic high-dimensional sensitivity analysis (Feng
et al, 2004). In brief, we considered rate and concentra-
tion parameters distributed log-uniformly over a preassigned
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Figure 2 Simple model characterization and experimental results of the two-switch negative-feedback oscillator (Design I). The phase diagram of dynamic behaviors
shows two domains with respect to changes in a and b (unitless parameters proportional to [T12tot] and [T21tot]) versus n and m (apparent Hill exponents of the activation
and inhibition functions). (a, b) Phase portraits using unitless dynamic variables proportional to [rA1] and [rI2], x and y. The nullclines for x (violet lines) and y (black lines)
are superimposed with temporal trajectories (cyan lines). There are fixed points where x and y nullclines intersect; stable (gray circle) and unstable (red circle) fixed points
are marked. The system exhibits (a) limit cycle oscillation or (b) damped oscillation to a monostable steady state. Parameters are [T12tot]¼[T21tot]¼[A1tot]¼
100 nM, KA¼KI¼1 mM, n¼m¼5, t¼500 s, g¼1, kd¼0.002/s, and respectively kp¼0.04/s or kp¼0.025/s. In experiments, normalized fluorescence time courses
measured the percent OFF-state switch Sw12 (TAMRA-labeled T12, green) and the percent OFF-state switch Sw21 (Texas Red-labeled T21, red). Two examples are
shown: reaction #8 with stable oscillations and reaction #13 with strongly damped oscillations. Experimental parameters were, respectively, ([T21tot], [A1tot], [dI1tot],
[T12tot], [A2tot], [RNAPtot], [RNaseHtot])¼(250, 250, 700, 120, 350, 92, 8.3) nM and (250, 250, 1000, 80, 500, 125, 15.0) nM. Reaction #13 used higher [dI1tot], higher
[A2tot], and lower [T12tot], compared with reaction #8. Thus, reaction #13 is mapped to a higher n and a lower a than reaction #8, and lay within the monostable domain
rather than the oscillating domain. Experimental results (Supplementary Figure S4) were mapped to the phase diagram with respect to a reference oscillation, as
discussed in Supplementary information section 1.1, and shown as ‘stable’ (circles, damping coefficient o0.15/h), ‘damped’ (dots, damping coefficient between 0.15/h
and 0.5/h), and ‘strongly damped or too slow to measure’ (crosses, damping coefficient 40.5/h) oscillations.
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Two examples are shown: 
- Reaction #8 with stable 

oscillations and 
- Reaction #13 with strongly 

damped oscillations. 
-Experimental parameters were, respectively, ([T21tot], 
[A1tot], [dI1tot], [T12tot], [A2tot], [RNAPtot], 
[RNaseHtot])1⁄4(250, 250, 700, 120, 350, 92, 8.3) nM and 
(250, 250, 1000, 80, 500, 125, 15.0) nM. 
- Reaction #13 used higher [dI1tot], higher [A2tot], and lower 
[T12tot], compared with reaction #8. 
- Thus, reaction #13 is mapped to a higher n and a lower a 

than reaction #8, and lay within the monostable domain 
rather than the oscillating domain. 

- Experimental results were mapped to the phase diagram 
with respect to a reference oscillation, and shown as ‘stable’ 
(circles, damping coefficient o0.15/h), ‘damped’ (dots, 
damping coefficient between 0.15/h and 0.5/h), and 
‘strongly damped or too slow to measure’ (crosses, damping 
coefficient 40.5/h) oscillations. 

threshold, u¼[T12A2]/[T12tot] is the fraction of Sw12 in the
ON state, v¼[T21A1]/[T21tot] is the fraction of Sw21 in the ON
state, s¼t/t rescales time; in addition to these non-dimensional
dynamic variables, there are new non-dimensional parameters
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scaling, system behavior depends only on a, b, g, n, and m.
To visualize the oscillator behavior, we project onto the

x–y plane. (We did not use the u–v plane, which would be
more directly comparable to experimental fluorescence data,
because u and v quickly saturate as x and y move away from
their respective thresholds.) The steady-state solution can then
be found easily by plotting the nullclines dx/ds¼0 and dy/
ds¼0 with u and v determined by solving du/ds¼0 and dv/
ds¼0. Figure 2, (a) and (b), show nullclines, steady state,
and sample trajectories for parameters that yield oscillating
and non-oscillating behaviors, respectively. The stability of a
steady state can be determined by computing eigenvalues of
linearized reaction equations—and in this case, an unstable
steady state leads to limit cycle oscillations (see Supplemen-
tary information section 1.1). Interestingly, if gc1 or g{1,
i.e., hybridization is either much faster or much slower than
RNase H degradation, then the system is essentially two-
dimensional and cannot oscillate (see Supplementary infor-
mation section 1.1 and Novák and Tyson, 2008). Thus,
experimentally we must aim for gE1, and further treatment
of the simple model will assume this. We are left with a four-
dimensional parameter space; the oscillatory regime can be

identified numerically and visualized in two-dimensional
cross-sections, e.g., assuming a¼b and n¼m (Figure 2, center,
and Supplementary information section 1.1).

While insightful for basic phenomena, this simple model
neglects important details of the experimental system, such as
asymmetries between switches and the complexities of
enzyme and hybridization reactions, and therefore is insuffi-
cient for quantitative modeling or for selection of experimental
conditions. Specifically, as reaction rate constants are not
under our control (unless we redesign the molecules), we can
only adjust system parameters by varying the concentrations
of enzymes and DNA species; to identify experimental
conditions that yield oscillations, we need an accurate model
that works directly with these concentration parameters.
Therefore, we developed a mathematical model, termed the
‘detailed model’, derived from the reaction mechanisms
shown in Figure 1, using the Michaelis—Menten model for
enzyme reactions (see Supplementary information section 1.4).

Recognizing uncertainties both in the model and rate
constants from previous studies (Kim et al, 2006; Subsoontorn
et al, 2011), we selected experimental DNA and enzyme
concentrations based on the robustness with which they
elicited oscillatory behavior in the detailed model. To do so, we
used a straightforward random sampling technique inspired
by stochastic high-dimensional sensitivity analysis (Feng
et al, 2004). In brief, we considered rate and concentra-
tion parameters distributed log-uniformly over a preassigned
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Figure 2 Simple model characterization and experimental results of the two-switch negative-feedback oscillator (Design I). The phase diagram of dynamic behaviors
shows two domains with respect to changes in a and b (unitless parameters proportional to [T12tot] and [T21tot]) versus n and m (apparent Hill exponents of the activation
and inhibition functions). (a, b) Phase portraits using unitless dynamic variables proportional to [rA1] and [rI2], x and y. The nullclines for x (violet lines) and y (black lines)
are superimposed with temporal trajectories (cyan lines). There are fixed points where x and y nullclines intersect; stable (gray circle) and unstable (red circle) fixed points
are marked. The system exhibits (a) limit cycle oscillation or (b) damped oscillation to a monostable steady state. Parameters are [T12tot]¼[T21tot]¼[A1tot]¼
100 nM, KA¼KI¼1 mM, n¼m¼5, t¼500 s, g¼1, kd¼0.002/s, and respectively kp¼0.04/s or kp¼0.025/s. In experiments, normalized fluorescence time courses
measured the percent OFF-state switch Sw12 (TAMRA-labeled T12, green) and the percent OFF-state switch Sw21 (Texas Red-labeled T21, red). Two examples are
shown: reaction #8 with stable oscillations and reaction #13 with strongly damped oscillations. Experimental parameters were, respectively, ([T21tot], [A1tot], [dI1tot],
[T12tot], [A2tot], [RNAPtot], [RNaseHtot])¼(250, 250, 700, 120, 350, 92, 8.3) nM and (250, 250, 1000, 80, 500, 125, 15.0) nM. Reaction #13 used higher [dI1tot], higher
[A2tot], and lower [T12tot], compared with reaction #8. Thus, reaction #13 is mapped to a higher n and a lower a than reaction #8, and lay within the monostable domain
rather than the oscillating domain. Experimental results (Supplementary Figure S4) were mapped to the phase diagram with respect to a reference oscillation, as
discussed in Supplementary information section 1.1, and shown as ‘stable’ (circles, damping coefficient o0.15/h), ‘damped’ (dots, damping coefficient between 0.15/h
and 0.5/h), and ‘strongly damped or too slow to measure’ (crosses, damping coefficient 40.5/h) oscillations.
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Experimental characterization 
of a two-switch negative 
feedback oscillator. 
(A) The fluorescence time courses report the OFF-
state switch Sw12 (TAMRA-labeled T12, green) and 
the OFF-state switch Sw21 (Texas Red-labeled T21, 
red); corresponding extended model fits are shown as 
lines in lighter shades. The non-denaturing gel 
measurement of the OFF-state Sw21 (black squares, 
from C below) showed reasonable agreement with 
fluorescence results.

 (B) The total rI2 concentration measurement (blue 
circles, from C below) showed five complete 
oscillation cycles; extended model fits are shown as 
lines (light blue). The concentration of incomplete 
degradation products was estimated from the band 
of E35 nucleotides in the denaturing gel (magenta). 
The rA1 concentration was not measured because 
most bands were not significantly above background. 

(C) The concentrations of RNA signals and incomplete 
degradation products were measured in a denaturing 
gel (top and middle) and the OFF-state switch 
concentrations were measured in a non- denaturing 
gel (bottom)

‘reasonable’ range derived from previous studies (Kim et al,
2006; Subsoontorn et al, 2011), then estimated the marginal
probability of oscillation conditioned on a particular para-
meter value (e.g., [A2tot]¼100 nM) by random sampling of
other parameters and numerical simulation of the detailed
model. This analysis revealed clear trends for some para-
meters—e.g., [A1tot] should not be too high, [dI1tot] must be
high (the higher the better), whereas [A2tot], [RNAPtot], and
[RNaseHtot] each have optimal values. (These trends make
sense; e.g., the high activation threshold set by dI1 introduces
a delay in the switching response, and consequently in the
oscillator dynamics, which is known to help achieve stable
oscillations in similar simple negative feedback circuits
(Novák and Tyson, 2008; Stricker et al, 2008).) Initial
experimental parameters were chosen by hand to roughly
maximize their estimated marginal probability, while also
ensuring that, taken together, the simulations predicted
reasonably fast limit cycle oscillations (see Supplementary
information section 1.8 for details).

Using DNA and enzyme concentrations predicted to
produce oscillations, experiments were run at 371C and
monitored real-time by fluorescence: the ON-state switches
have low fluorescence because of quenching (Marras et al,
2002), whereas the OFF-state switches have high fluorescence
(Figure 1A). Early experiments produced damped oscillations
(e.g., Figure 2, bottom right, and Supplementary Figure S4)
and further empirical optimization identified concentration
parameters that gave multiple complete oscillation cycles (e.g.,
Figure 2, top right, and Supplementary Figure S4).

To examine our understanding of the phase diagram of the
system, we mapped the final 37 experiments (Supplementary
Figure S4 and Table S5) to the non-dimensionalized para-
meters for the simple model and plotted them with an
indication of how strongly damped they were (see Supple-
mentary information section 3 for calculation of damping
coefficients). Because of oversimplifications in the simple
model, rather than using the formulas to map experimental
conditions to non-dimensionalized parameters directly, we
assumed only that their overall scaling laws may hold, but the
linear coefficients would have to be adjusted empirically. As an
easy way to do this, our empirical mapping placed a reference
experiment in the oscillating regime and then placed the other
experiments relative to it on the basis of the formula’s scaling
predictions (see Supplementary information section 1.1 for
details). Therefore, the exact positions of experimental data
points are somewhat arbitrary. Nevertheless, the qualitative
agreement between model and experiment over a considerable
range of conditions is encouraging.

The fully optimized system revealed five complete oscilla-
tion cycles with a nearly 50% amplitude swing (Figure 3A)
until, after roughly 20 h, the production rate could no longer be
sustained. (The limited lifetime of the batch reaction could be
due to, e.g., exhaustion of NTP fuel or buffer capacity, build-up
of waste products, degradation of enzyme functionality, and
so on.) Aliquots were taken from this reaction and run on
a denaturing gel to measure RNA concentrations, and on a
non-denaturing gel to obtain an independent measure of
OFF switch concentrations (Figure 3B and C, Supplementary
Figures S5 and S6). T12 showed little temporal variation in
either fluorescence or gel measurements, whereas T21 showed

consistent (but slowing) oscillation in both measurements.
Consistent with the high percentage of Sw12 in the OFF state,
RNA activator rA1 levels were not detectable. However, to our
surprise, rather than oscillations with constant amplitude and
constant mean as predicted by the detailed model, the
denaturing gel measurements revealed that the RNA inhibitor
rI2 concentration builds up after each cycle.

One hypothesis is that the short fragments of rI2 generated
by RNase H degradation, which also build up roughly linearly
over time (Figure 3B and C, and Supplementary Figure S5),
may interfere with proper hybridization of rI2 signals to their
regulatory target, Sw12. These predicted degradation products
would encompass the 8-base toehold binding sequence of rI2
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Figure 3 Experimental characterization of a two-switch negative feedback
oscillator (Design I, reaction #37). (A) The fluorescence time courses report the
OFF-state switch Sw12 (TAMRA-labeled T12, green) and the OFF-state switch
Sw21 (Texas Red-labeled T21, red); corresponding extended model fits are
shown as lines in lighter shades. The non-denaturing gel measurement of the
OFF-state Sw21 (black squares, from C below) showed reasonable agreement
with fluorescence results. (B) The total rI2 concentration measurement (blue
circles, from C below) showed five complete oscillation cycles; extended model
fits are shown as lines (light blue). The concentration of incomplete degradation
products was estimated from the band of E35 nucleotides in the denaturing gel
(magenta). The rA1 concentration was not measured because most bands were
not significantly above background. (C) The concentrations of RNA signals and
incomplete degradation products were measured in a denaturing gel (top and
middle) and the OFF-state switch concentrations were measured in a non-
denaturing gel (bottom). (See Supplementary Figures S5 and S6 for complete
gels and Methods for normalization procedures.)
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Error-correction in Strand displacement circuits of 
Dynamical systems (e.g., oscillators)

Rajiv Teja Nagipogu, John H. Reif, 

[Accepted to Royal Society Interface]

(Used Shadow cancellation in conjunction to DNA Strand Displacement to 
reduce leakage errors)

(Simulations only)



Accepted paper to Royal Society Interface Journal



Background: React-Produce framework (Srinivas et al.)

CRN: U + V à X + Y

DNA Compressed: Ui + Vj à Xn + Yo
React stage

Produce stage

• Divides each 
reaction into 2 
stages
• React 
• Produce

• React: Reactants 
consumed

• Produce: Products 
released



Background: Fraying at the helix ends

fraying

+

• I: No toehold è No reaction

• II: Nucleotides at helix ends 
spontaneously dissociate

• Opens-up a short toehold
• Results in unexpected products



[Background] Leak pathways in React-Produce framework
React-second input leak:

React-Produce leak:

Produce-Helper leak • Produce-Helper leak is dominant
• Two fuel species



[Background] Effects of leaks in oscillatory circuits

Dynamics w/o leaks Dynamics w/ leaks

• The ill-effects of leaks are especially severe in autocatalytic circuits
• A small amount of leak can uncontrollably amplify, degrading the circuit



[Background] Shadow cancellation

• An orthogonal 
“shadow” circuit

• Leak activity like the 
primary circuit

• Leaks from two circuits 
are conjunctively 
sequestered

• Cooperative 
hybridization 
complexes 



[Results] Shadow cancellation improves the kinetics of autocatalytic 
circuits

Bimolecular autocatalytic amplifier

Unimolecular autocatalytic amplifier



[Results] Rock-Paper-Scissors oscillator circuit

Buffering

No Buffering

Rock-Paper-Scissors oscillator



[Results] Consensus protocol

Two-molecule Consensus protocol



[Results] Feedback controller circuit

Proportional Integral feedback controller



[Results] Shadow cancellation is robust to differences in the 
rates of primary and shadow circuit

• The 𝒌𝒑𝒓𝒊𝒎𝒂𝒓𝒚 are frozen; 𝒌𝒔𝒉𝒂𝒅𝒐𝒘  are scaled up until 𝟏𝟎𝟎𝑿
• The concentrations of the shadow circuit are scaled down appropriately
• Even at 𝟏𝟎𝟎𝑿 perturbation, the circuit works fine.

𝐹𝑢𝑒𝑙 ,-. =
𝐹𝑢𝑒𝑙 /01
𝑝23456

, 	 𝑝 =
𝑘7891/.
𝑘:;<=9;>

	

The method previously required that the two circuits should run with the same rate



Δ𝐿𝑒𝑎𝑘 =
?!"#$
%&#'()@?!"#$

*+,-#+.

?!"#$
*+,-#+. 	 ∗ 100 

• Circuits stay stable even when the 
leak rate constants are at either 
extremes of the possible range. 

• Residual leak left in the circuit after cancellation – close to zero
• Similar amount of cancellation complexes consumed – similar amount of leak generated

[Results] Shadow cancellation is robust to differences in 
the leak rates of primary and shadow circuit

UNIAMP BIAMP
RPS (same 
leak rates)

RPS (700% 
difference in 
leak rates)


